Updated validation of ACE and OSIRIS ozone and NO₂ measurements in the Arctic using ground-based instruments at Eureka, Canada
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A B S T R A C T

This paper presents long-term intercomparisons (2003–2017) between ozone and NO₂ measured by the Optical Spectrograph and Infra-Red Imager System (OSIRIS) and the Atmospheric Chemistry Experiment (ACE) satellite instruments, and by ground-based instruments at the Polar Environment Atmospheric Research Laboratory (PEARL), near Eureka, Nunavut, Canada (80 °N, 86 °W). The ground-based instruments include four zenith-sky differential optical absorption spectroscopy (DOAS) instruments, two Fourier transform infrared (FTIR) spectrometers, and a Brewer spectrophotometer. Comparisons of 14–52 km ozone partial columns show good agreement between OSIRIS v5.10 and ACE-FTS v3.5/3.6 data (1.2%), while ACE-MAESTRO v3.13 ozone is smaller than the other two datasets by 6.7% and 5.9%, respectively. Satellite profiles were extended to the surface using ozone sonde data, and the resulting columns agree with the ground-based datasets with mean relative differences of 0.1–12.0%. For NO₂, 12–40 km partial columns from ACE-FTS v3.5/3.6 and 12–32 km partial columns from OSIRIS v6.0 (scaled to 40 km) agree with ground-based partial columns with mean relative differences of 0.7–33.2%. Dynamical coincidence criteria improved the ACE to ground-based FTIR ozone comparisons, while little to no improvements were seen for other instruments, and for NO₂ A ±1 ° latitude criterion modestly improved the spring and fall NO₂ comparisons. The results of this study are consistent with previous validation exercises. In addition, there are no significant drifts between the satellite datasets, or between the satellites and the ground-based measurements, indicating that the OSIRIS and ACE instruments continue to perform well.

© 2019 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license. (http://creativecommons.org/licenses/by-nc-nd/4.0/)

1. Introduction

Long-term satellite datasets are essential to monitoring changes in the stratosphere. To ensure that the satellite measurements are well characterized, ground-based validation is required throughout the lifetime of the satellite instruments. This task is particularly challenging for satellites in high-inclination orbits, since they col-
lect a large portion of their data in the Arctic, where the coverage of ground-based instruments is sparse. The Optical Spectrograph and InfraRed Imager System (OSIRIS) and the Atmospheric Chemistry Experiment (ACE) satellite instruments have been taking measurements in high-inclination orbits since 2001 and 2003, respectively. The ozone and NO$_2$ products from these instruments have been validated before [1–5]. However, there are no recent comparisons in the Arctic involving OSIRIS and both ACE instruments. As the satellite data processing improves and new versions of the datasets are released, it is important to verify the consistency of ozone and NO$_2$ measurements at high latitudes. This task is especially important given that OSIRIS and ACE are currently the only satellite instruments measuring NO$_2$ profiles in the high Arctic.

Comparison of satellite and ground-based datasets in the high Arctic is challenging. Passive measurements are restricted to the sunlit part of the year, while the large solar zenith angles (SZAs) and small SZA variations pose challenges for both direct-sun and scattered-light instruments. Polar sunrise and sunset create conditions that lead to highly inhomogeneous stratospheric NO$_2$, while springtime comparisons are affected by the location of the polar vortex. When the polar vortex is strong, it isolates the airmass inside the core and hinders mixing with mid-latitude air. Substantially different trace gas concentrations inside and outside the polar vortex lead to strong gradients across the vortex boundary. Measurements taken in the vicinity of the polar vortex therefore need to be compared with care to account for the spatial variability of ozone and NO$_2$.

In addition to the atmospheric conditions, the harsh Arctic environment and logistical challenges restrict ground-based measurements to a few well-equipped stations. The Polar Environment Atmospheric Research Laboratory (PEARL) [6], located in Eureka, Canada (80°N, 86°W) is well suited to validate satellite instruments. PEARL is a collection of three separate facilities operated by the Canadian Network for the Detection of Atmospheric Change (CANDAC) since 2005. All but one of the ground-based instruments included in this study are located in the PEARL Ridge Lab (known as the Arctic Stratospheric Ozone Observatory prior to 2005), a facility 610 m above sea level and 15 km from the Environment and Climate Change Canada (ECCC) Eureka Weather Station (EWS).

PEARL and EWS host a large array of remote-sensing instrumentation, including radars, lidars, radiometers, and spectrometers covering the UV, visible, infrared, and microwave. At the PEARL Ridge Lab, ozone and NO$_2$ measurements have been made by zenith-scattered-light differential optical absorption spectroscopy (ZSL-DOAS) instruments on a campaign basis since 1999 (and year-round for 2007–2017), and by Fourier transform infrared (FTIR) spectrometers for 2006–2017 (year-round). In addition, ECCC Brewer spectrophotometers have been measuring ozone from 2004 to 2017. To support validation efforts, and to facilitate additional springtime measurements, Eureka has been the site for the annual Canadian Arctic ACE/OSIRIS Validation Campaigns since 2004 [7]. Ozone and NO$_2$ measurements have been used to validate the ACE and OSIRIS satellite instruments in a series of papers [7–14]. The PEARL facility is part of the Network for the Detection of Atmospheric Composition Change (NDACC), a network of more than 70 remote sensing stations around the globe that aim to monitor stratospheric and tropospheric changes and trends. The ZSL-DOAS and Bruker FTIR instruments follow standards and best practices outlined by the relevant working groups within NDACC, and data are submitted in a standardized format to the NDACC database.

This paper presents intercomparisons of ozone and NO$_2$ measurements from ground-based and satellite-borne instruments near Eureka, Canada, in the 2003–2017 period. Section 2 describes the instruments and datasets used in this study. The retrieval details for the ground-based ZSL-DOAS and FTIR instruments are given in Section 3. The comparison methodology and the details of the satellite partial columns, as well as the challenges presented by the diurnal variation of NO$_2$ are explained in Section 4. Comparison results between satellite instruments, and between satellite and ground-based instruments are presented in Section 5 for ozone and in Section 6 for NO$_2$. Section 7 examines the impact of the polar vortex in the spring, and the effect of clouds on ZSL-DOAS comparisons. Conclusions are given in Section 8.

2. Instruments

The ozone and NO$_2$ datasets used in this study, along with the corresponding abbreviations and temporal coverage, are listed in Table 1. Uncertainties, as reported in the datasets, are given in Table 2.

2.1. GBS ZSL-DOAS instruments

The University of Toronto Ground-Based Spectrometer (UT-GBS) and the PEARL-GBS [15] are both Triax-180 spectrometers from Jobin-Yvon/Horiba. The Triax-180 is a crossed Czerny-Turner imaging spectrometer with a grating turret that allows the selection of three resolutions and wavelength ranges. The UT-GBS and the PEARL-GBS differ in their input optics, gratings, and charge-coupled device (CCD) detectors. The UT-GBS took springtime measurements at the PEARL Ridge Lab from 1999 to 2001, 2003–2007, and 2009, while year-round measurements (with the exception of polar night) were taken in 2008 and 2010–2017. The UT-GBS was installed outside for 1999–2001, and it has been operating inside under a viewing hatch since 2003. In 2015, the instrument was placed in a temperature-controlled box to reduce the effect of temperature fluctuations in the lab. The PEARL-GBS was installed indoors in the PEARL Ridge Lab in 2006, and has been taking year-round measurements since then. The PEARL-GBS was set up in a temperature-controlled box in 2013, 2014, and 2017.

From 1999 to 2004, the UT-GBS used a thermoelectrically cooled CCD (230–250 K) with 2000 × 800 pixels (averaged across the 800 rows). The CCD was replaced in 2005 with a back-illuminated 2048 × 512 pixel CCD which operates at 201 K. The PEARL-GBS CCD is a newer version of the UT-GBS CCD and it includes a UV-enhanced coating on the CCD chip. The resolution in the trace gas retrieval windows varies across the measurement period based on the grating and slit selection, as well as the position of the CCD in each instrument. The typical resolution is 0.8–1.2 nm for ozone (up to 2.5 nm prior to 2005), 0.8–1.2 nm for NO$_2$ in the visible region (NO$_2$–vis), and 0.2–0.5 nm for NO$_2$ in the UV (NO$_2$–UV). The instruments have a field-of-view of approximately 1°. Since the two instruments are very similar and their ozone, NO$_2$–vis, and NO$_2$–UV data agree within 1%, the three pairs of datasets have been merged to create GBS time series. Twilight data were averaged when both instruments had measurements. Details of the data analysis can be found in Section 3.1. Both the UT-GBS and the PEARL-GBS are NDACC instruments, and data retrieved from the measurements are submitted to the NDACC database.

2.2. SAOZ ZSL-DOAS instruments

The Système d’Analyse par Observation Zénithale (SAOZ) instruments [16] form a global network that measures stratospheric trace gases using ZSL-DOAS. SAOZ instruments were deployed at the PEARL Ridge Lab in 2005–2017 as part of the Canadian Arctic ACE/OSIRIS Validation Campaigns. SAOZ-15 took springtime measurements in 2005–2009, while SAOZ-7 was installed in 2010.
Table 1

Data products used in this study. The abbreviations listed are used in all subsequent figures and tables. The measurement periods are separated as spring only (S), spring and fall (S/F) and year-round (Y).

<table>
<thead>
<tr>
<th>Data product</th>
<th>Abbreviation</th>
<th>Ozone</th>
<th>NO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>GBS-UV</td>
<td>GU</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>PARIS-IR</td>
<td>PA</td>
<td>S: 2006–2017</td>
<td>–</td>
</tr>
<tr>
<td>Brewer</td>
<td>BW</td>
<td>Y: 2004–2017</td>
<td>–</td>
</tr>
</tbody>
</table>

* Data versions are v5.30 for ozone and v6.0 for NO₂.

2.4. PARIS-IR

The Portable Atmospheric Research Interferometric Spectrometer for the InfraRed (PARIS-IR) took measurements at the PEARL Ridge Lab in 2004–2017 as part of the Canadian Arctic ACE/OSIRIS Validation Campaigns. Measurements are only included for the 2006–2017 period, as the instrument has been operated in a consistent fashion since the 2006 campaign. PARIS-IR has a design similar to that of the ACE Fourier Transform Spectrometer (ACE-FTS) [18]. Solar absorption spectra are recorded using liquid-nitrogen-cooled HgCdTe and InSb detectors, and a zinc selenide (ZnSe) beamsplitter. The measurements are recorded in the 750–4400 cm⁻¹ range, at a 0.02 cm⁻¹ resolution and without the use of narrow-band filters. Measurements are recorded approximately every 7 min and consist of 20 co-added spectra. No apodization is applied to the measurements. The details of the ozone retrieval can be found in Section 3.2.

2.5. Brewer spectrophotometer

Brewer instruments use a grating with a slit mask to measure the intensity of direct sunlight at six wavelengths in the UV range [19]. The first two wavelengths are used for internal calibration and SO₂ retrievals, respectively. Ozone total columns are calculated using relative intensities at the four remaining wavelengths (310.1, 313.5, 316.8, and 320 nm), with slight changes to the analysis to account for the high latitude of the measurement site [8]. Several Brewer instruments were deployed in Eureka over the 2003–2017 period. In this study, only Brewer #69 (a MKV single monochromator) is included, since this instrument measured hourly ozone for 2004–2017. During this time, Brewer #69 was located on the roof of the EWS building.

2.6. Ozenesondes

Electrochemical concentration cell (ECC) ozonesondes are launched by ECCC from the Eureka Weather Station on a weekly basis [20]. During the intensive phase of the Canadian Arctic ACE/OSIRIS Validation Campaigns (2004–2017, typically early March), ozonesondes were launched daily, weather permitting. In this study, ozonesondes were used in the ZSL-DOAS retrievals and took year-round measurements in 2011 and 2015–2017 with springtime data in the intervening years. For 2005–2007 and 2010, the instruments recorded spectra from inside the lab through a UV-transparent window. For 2008–2009 and since 2011, SAOZ was located in a box on the roof of the PEARL Ridge Lab.

The SAOZ instruments are UV-visible spectrometers with a fixed grating that allows measurements in the 270–620 nm region. Spectra are recorded with an uncooled 1024-pixel linear photodiode array detector. The resolution is approximately 1 nm across the detector, and the instruments have a field-of-view of 20°. SAOZ-15 and SAOZ-7 are identical instruments and show excellent agreement, therefore measurements from the two instruments are treated as a single dataset. Details of the data analysis are described in Section 3.1. While SAOZ instruments are NDACC certified, the Eureka instruments are not part of the NDACC network. The SAOZ V3 dataset was used in this study. Changes compared to the V2 dataset are described in Section 3.1.

2.3. CANDAC Bruker FTIR

The CANDAC Bruker IFS 125HR Fourier transform infrared spectrometer was installed in the PEARL Ridge Lab in 2006 [17]. Solar absorption spectra are recorded using either a mercury cadmium telluride (HgCdTe) or an indium antimonide (InSb) detector (both liquid-nitrogen-cooled), and a potassium bromide (KBr) beamsplitter. Seven narrow-band interference filters are used to cover a range of 600–4300 cm⁻¹. Measurements take approximately 4–8 min, consist of two to four co-added spectra, and have a resolution of 0.0035 cm⁻¹. No apodization is applied to the measurements. The Bruker FTIR is part of NDACC, and retrieved ozone profiles are submitted to the NDACC database, while the NO₂ retrievals are currently a research product. The retrieval details for both ozone and NO₂ can be found in Section 3.2.

Table 2

Reported uncertainty budgets for each of the datasets used in this study. Square brackets denote partial columns. For the list of abbreviations, see Table 1.

<table>
<thead>
<tr>
<th>Instruments</th>
<th>Ozone</th>
<th>NO₂</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>DU</td>
<td>%</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GV</td>
<td>22.7</td>
<td>6.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SA</td>
<td>23.4</td>
<td>5.9</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BK</td>
<td>21.8</td>
<td>5.6</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PA</td>
<td>21.9</td>
<td>4.9</td>
</tr>
<tr>
<td>BW</td>
<td>1.3⁻</td>
<td>0.4⁻</td>
</tr>
<tr>
<td>OSIRIS</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>[1.8]**</td>
<td>[0.6]**</td>
</tr>
<tr>
<td>AF</td>
<td>[1.1]**</td>
<td>[0.4]**</td>
</tr>
<tr>
<td>AM</td>
<td>[2.1]**</td>
<td>[0.7]**</td>
</tr>
</tbody>
</table>

* Random uncertainties only.
* Based on estimate of uniform 1 × 10⁻¹⁰ mole/cm³ uncertainty for each profile.
* Calculated using only the uncertainty values less than 10% to exclude profiles where the error calculation failed.
to extend satellite partial columns of ozone to the surface (Section 4.3), and to initialize the photochemical box model used for NO$_2$ diurnal scaling (Section 4.3).

2.7. OSIRIS

The Odin satellite, carrying the OSIRIS instrument [21,22], was launched in February 2001. OSIRIS measures limb-radiance profiles at a 1–2 km resolution, and measurements near PEARL are available throughout the sunlit part of the year. The optical spectrograph in OSIRIS is a UV-visible grating spectrometer that measures scattered sunlight from 280 to 800 nm with 1 nm resolution. Spectra are recorded on a 1353 × 286 pixel CCD detector.

The ozone profiles in the version 5.10 dataset [23] used in this study are retrieved using the SaskMART algorithm. SaskMART [2] is a multiplicative algebraic reconstruction technique (MART) that uses information from the UV and visible ozone absorption bands. The SASKTRAN radiative transfer model [24] is used as the forward model in the retrievals. The v5.10 dataset corrects a pointing bias drift, apparent in the preceding version from 2012 onward. The retrieval algorithm is unchanged compared to previous versions. The NO$_2$ retrievals use a different approach. A modified DOAS algorithm is used to retrieve slant column densities (SCD), and the SCDS are converted to profiles using MART and the SASKTRAN model. The OSIRIS version 6.0 NO$_2$ [5] is used in this study. The v6.0 dataset is substantially different from the previous operational product (v3.0) which used optimal estimation and a different forward model.

2.8. ACE-FTS and ACE-MAESTRO

ACE [25], on board the SCISAT satellite, consists of two main instruments: the Fourier Transform Spectrometer (ACE-FTS) and the Measurement of Aerosol Extinction in the Stratosphere and Troposphere Retrieved by Occultation (ACE-MAESTRO). Launched in August 2003, SCISAT takes solar occultation measurements. The instruments collect data near PEARL during sunset from late February to mid-March, and during sunrise from late September to mid-October.

The ACE-FTS is a high-resolution (0.02 cm$^{-1}$) infrared Fourier transform spectrometer that measures in the 750–4400 cm$^{-1}$ range. Interferograms are recorded on two photovoltaic detectors (InSb and HgCdTe). The first step in the retrieval is the determination of pressure and temperature profiles based on a detailed CO$_2$ analysis. The volume mixing ratio (VMR) profiles are then retrieved using a global nonlinear least squares fitting algorithm [26]. The ACE-FTS data version 3.5/3.6 [27] is included in this study. The v3.5 and v3.6 data use identical algorithms in different computing environments. The current processing differs from the previous version (v3.0) only in the low-altitude pressure and temperature inputs from October 2011 onward.

The ACE-MAESTRO is a UV-visible-near-IR double spectrometer with a resolution of 1–2 nm. The two channels cover 280–550 nm and 500–1030 nm, and spectra are recorded on 2048-pixel linear photodiode array detectors. Profiles are retrieved using a two-step approach where SCDS are retrieved using a modified DOAS procedure, and vertical profiles are derived using a nonlinear Chaine relaxation inversion [28]. The retrievals use ACE-FTS temperature and pressure profiles. The ACE-MAESTRO version 3.13 ozone product is used in this study. The v3.13 retrieval improves the reference spectrum and error calculations of the preceding version (v3.12/3.12.1). The v3.13 dataset does not include NO$_2$, since it is retrieved from the UV spectrometer, and the UV channel has been experiencing gradual degradation since the launch. UV data are not considered useful past October 2010. ACE-MAESTRO NO$_2$ was excluded from this study due to the low coincidence count of the available data in the v3.12.1 dataset.

3. Data analysis for ground-based instruments

3.1. ZSL-DOAS measurements

The GBS and SAOZ instruments use the DOAS technique [29] to retrieve ozone and NO$_2$ columns from zenith-scattered sunlight. The GBS and SAOZ analyses were performed independently, with slight differences in the retrieval settings.

The main product of DOAS is the differential slant column density (dSCD), the amount of trace gas in the slant column minus the amount in a reference spectrum. The GBS dSCDs were retrieved with daily reference spectra, while the SAOZ retrievals used a fixed reference spectrum for each year. The dSCDs were retrieved using the settings recommended by the NDACC UV-visible Working Group [30]. For ozone, SAOZ retrievals used the recommended 450–550 nm window, while the GBS instruments used 450–545 nm to avoid irregularities at the CCD edge. For NO$_2$, the GBS-determined data sets used the recommended 425–490 nm window, while the SAOZ retrievals used an extended, range, 410–530 nm. The GBS-UV dataset used the 350–380 nm window. The NO$_2$-UV data are not a standard NDACC product, but the retrievals followed the NO$_2$-vis recommendations as closely as possible.

For each twilight, dSCDs in the 86–91° SZA range were used in the vertical column density (VCD) retrieval. Reference column densities (RCDS) were calculated using the Langley plot method. For the GBS instruments, daily RCDs were calculated from the average of the RCDs for each twilight. For SAOZ, a fixed RCD was calculated for each year, since yearly references were used in the DOAS analysis. Single VCD values for each twilight were calculated as the mean of the individual vertical columns in the given SZA range, weighted by the DOAS fitting error, divided by the air mass factor (AMF).

The AMFs used in the VCD retrieval were provided by NDACC in the form of look-up tables [30]. The ozone AMF calculations require the input of daily ozone data. The GBS retrievals used total columns interpolated from ozone sonde data, while the SAOZ analysis used measured slant column densities. The NO$_2$ AMF look-up tables, compiled separately for sunrise and sunset conditions, do not require prior vertical column information. The NO$_2$ concentration below 12 km and above 60 km in the look-up tables is set to zero, and so the ZSL-DOAS NO$_2$ VCDs in this study are 12–60 km partial columns.

ZSL-DOAS measurements are particularly challenging in the high Arctic. The ideal SZA window of 86–91° is not available for much of the sunlit part of the year, and the maximum SZA at the summer solstice is just over 76°. The SAOZ VCDs are only retrieved in the spring and fall, when the 86–91° window is available. In order to extend the measurements into the polar day, the GBS retrievals use the highest available 5° SZA window in the summer. Around the summer solstice, however, the maximum AMFs for both ozone and NO$_2$ are only about one fourth of the AMFs at 90° SZA. In addition, the range in AMFs for SZAs of 71–76° is smaller than 1, while the AMF range is greater than 10 for the NDACC recommended SZA window. This leads to larger uncertainties in the summertime VCD retrievals. Spring and fall present their own unique challenges. The lack of high-sun spectra to use as daily references negatively impacts the quality of the GBS dSCDS, and small

---

NO₂ concentrations lead to very large uncertainties in the GBS RCD calculations.

The GBS uncertainty calculations follow Table 4 of Hendrick et al. [30], with updated values to more accurately reflect the GBS retrievals. The mean total uncertainty for the 2003–2017 GBS ozone dataset was calculated to be 6.6%, which is larger than the 5.9% reported for NDACC ozone columns [30]. The larger value, however, is consistent with the challenges of high-latitude measurements outlined above. The GBS NO₂-vis and NO₂-UV datasets have mean total uncertainties of 19.0% and 22.8%, respectively. To ensure the consistency of the daily RCD and uncertainty calculations, GBS VCDs were only computed if both twilights had measurements. The SAOZ dataset contains only the errors from the DOAS fitting procedure. The total uncertainty of SAOZ ozone was estimated to be 5.9% [30]. SAOZ NO₂ measurements have an estimated precision of 1.5 × 10¹⁴ molec/cm² and accuracy of 10%. Combined in quadrature, this yields a 13.6% total uncertainty for the SAOZ NO₂ measurements used in this study.

The SAOZ V3 dataset is different from the V2 data used in previous validation studies. For ozone, the changes are limited to new reference spectra (and therefore reprocessed dSCDs and new RCD values) for 2008–2010. For NO₂, the changes are more substantial. The V2 dataset was processed using a single set of AMFs representative of Arctic summer evenings, and the retrievals produced total columns. The V3 retrievals use the NDACC AMF look-up tables, and produce 12–60 km partial columns. The same wavelength range (410–530 nm) was used for both NO₂ retrievals.

To investigate the differences between satellite minus GBS and satellite minus SAOZ intercomparisons, we retrieved ozone and NO₂ VCDs from the original SAOZ dSCDs using the GBS VCD retrieval code. This retrieval extended the SAOZ data to include year-round measurements in 2011 and 2015–2017. This dataset (hereafter SAOZ_open) used the same settings as the SAOZ retrieval, with the exception of the SZA range. Similar to the GBS retrievals, the highest available 5° SZA window was used to obtain summer data.

3.2. FTIR measurements

The Bruker FTIR and the PARIS-IR employ a similar technique to retrieve vertical VMR profiles from measured solar-absorption spectra. VMR profiles are retrieved using the SFIT4 version 0.9.4.4 retrieval algorithm, which, as with the previous SFIT2 retrieval algorithm, is based upon the methods of Pougachev et al. [31]. SFIT4 uses an optimal estimation method that iteratively adjusts the retrieved VMR to best fit the measured spectra [32]. The trace gas a priori profiles required by SFIT4 are provided by the mean of a 40-year (1980–2020) run of the Whole Atmosphere Community Climate Model (WACCMv4) [33], while daily pressure and temperature profiles used in the retrieval are provided by the U.S. National Centers for Environmental Prediction (NCEP) and interpolated to the geolocation of PEARL. Spectroscopic line lists are from HITRAN 2008 [34] as recommended by the NDACC Infrared Working Group (IRWG).

The ozone retrievals for both instruments use a single microwindow, spanning 1000.0–1004.5 cm⁻¹ [12], which also contains the interfering species H₂O, CO₂, and the ozone isotopologues O²⁶⁸ and O²⁶⁶. Profiles are simultaneously retrieved for H₂O and CO₂ from the Bruker FTIR spectra, whereas for PARIS-IR spectra H₂O and the ozone isotopologues are retrieved as profiles. Profiles of the remaining species, O³⁶⁸ and O³⁶⁶ for the Bruker FTIR and CO₂ for PARIS-IR, are scaled from their a priori values. Retrievals are performed on a 29-layer grid, from 0.61 to 100 km, for PARIS-IR, and on a 47-layer grid, from 0.61 to 120 km, for the Bruker FTIR.

The a priori covariance matrix for the Bruker FTIR ozone retrievals is formed from diagonal values of 5% from the surface (0.61 km) to approximately 45 km. Above 45 km, the diagonal values are scaled to 4.2% to reduce oscillations in the retrieved profiles. Off-diagonal elements are formed from an exponential inter-layer correlation, with a correlation width of 2 km, applied from the surface to the top of the atmosphere at 120 km. The a priori covariance matrices of the interfering species H₂O and CO₂ are formed with diagonal elements of 20% for all altitudes with no inter-layer correlation. These a priori covariance matrices provided the optimal degrees of freedom for signal (DOFS) while minimizing unphysical oscillations in the retrievals. The mean DOFS for ozone is approximately 5, with minimum values near 4 and maximum values near 6.

The a priori covariance matrix for PARIS-IR is constructed from diagonal values of 7% for all altitudes, with no inter-layer correlation. The a priori covariance matrices of the interfering species H₂O, O³⁶⁸ and O³⁶⁶ are formed with diagonal elements of 20% for all altitudes again with no inter-layer correlation. The mean DOFS for ozone is approximately 3, with minimum values of approximately 1 and maximum values around 4.5.

The Bruker FTIR NO₂ retrievals use five microwindows centered on 2914.65, 2918.23, 2919.53, 2922.58, and 2924.84 cm⁻¹. The interfering species are CH₄, CH₃D, H₂O, ozone and OCS. CH₄ and CH₃D are retrieved as profiles, whereas H₂O, ozone, and OCS are scaled from their a priori values. The retrievals are performed on the same 47-level grid as for ozone. The a priori covariance matrix for the NO₂ retrieval is formed from diagonal values of 40% for all altitudes, and a exponential inter-layer correlation (with a correlation width of 4 km) for the off-diagonal elements. The a priori covariance matrices of the interfering species CH₄ and CH₃D are formed with diagonal elements of 25% for all altitude levels, with no inter-layer correlation. The mean DOFS for the NO₂ retrieval is 1.2, with minimum values near 0.8 and maximum values around 1.6. The DOFS show strong seasonality, with spring and fall values between 1.2 and 1.6, and summertime values of 1–1.2.

A full error analysis was performed following Rodgers [32], which includes the forward model parameter error and the measurement noise error. Adding these in quadrature, the model uncertainty for the entire ozone time series from 2006 to 2017 is 5.6% of the retrieved total column for the Bruker 125HR and 4.9% for PARIS-IR. These values are similar to mean uncertainties of other FTIR ozone retrievals from the NDACC IRWG. The model uncertainty for 2006–2017 is 7.5% for the Bruker FTIR NO₂ retrievals. The smoothing error was not included in the mean uncertainty calculations [35].

The retrievals were quality controlled using the root-mean-squared (RMS) values of the residual and the DOFS. An RMS/DOFS ratio of 1.0 was used in the Bruker FTIR ozone retrieval, while the PARIS-IR retrieval used a value of 6.0, and the Bruker FTIR NO₂ retrieval used a value of 1.5. Profiles with RMS/DOFS ratios higher than the aforementioned limits were excluded to eliminate poor spectral fits and maintain adequate retrieved information. Additionally, several outliers were omitted from the datasets based on a qualitative analysis of the fitted spectra.

4. Comparison methodology

The validation metrics used to assess the similarity of the datasets are described in Section 4.1. Coincident measurements used for the comparisons were selected using the methods outlined in Section 4.2. The procedures for extending ozone profiles using ozonesonde data, and for scaling NO₂ columns using a photochemical model are described in Section 4.3. The methodology used to assess the long-term consistency of the satellite datasets is described in Section 4.4.
4.1. Comparison metrics

To evaluate systematic differences between the datasets, mean absolute and relative differences were used. The mean absolute difference between a set of coincident measurements $x$ and $y$ is given by

$$\Delta_{abs} = \frac{1}{N} \sum_{i=1}^{N} |x_i - y_i|.$$  \hspace{1cm} (1)

where $N$ is the number of coincident measurements. The mean relative difference, defined with respect to the average of the measurement pairs, is given by

$$\Delta_{rel} = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{x_i - y_i}{x_i + y_i} \right) \times 100\%.$$  \hspace{1cm} (2)

The standard errors ($\sigma/\sqrt{N}$, where $\sigma$ is the standard deviation of the differences) were also calculated for the mean absolute and relative differences. The standard error is the reported error throughout this paper. In addition, to quantify the statistical spread of the absolute differences, the root-mean-square deviation (RMSD) is used:

$$\text{RMSD} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (x_i - y_i)^2}.$$  \hspace{1cm} (3)

Unlike the standard deviation of the differences, RMSD captures the bias between the datasets as well. If there is no bias between the datasets, then RMSD = $\sigma$. For satellite to ground-based comparisons, we use the sign convention such that $x$ is the satellite dataset and $y$ is the ground-based dataset.

The statistical dependency of the datasets was evaluated using Pearson’s correlation coefficient ($R$). In correlation plots, the linear relationship between the datasets was characterized using the ordinary least squares (OLS) method, and the reduced major-axis (RMA) method [36]. The RMA solution is equivalent to minimizing the sum of squares of the perpendicular distances between the points and the fitted line. Since the RMA solution is symmetrical, it doesn’t require the assignment of one dataset as the independent variable. Measurement uncertainties were not included in the linear fits, since some of the datasets include random errors only, while some of the datasets do not provide uncertainty values for individual measurements, only an estimate of the overall uncertainty.

Since pairwise comparison metrics are sensitive to uncertainties in both datasets, we use triple colocation analysis (TCA), a method commonly used for global validation studies [37–43], to estimate uncertainties in the individual datasets. By adding a third coincident dataset, TCA allows an estimate of the root-mean-square error (RMSE) and correlation with respect to the unknown truth for each dataset. The RMSE is the square root of the random error variance, and is given by

$$\text{RMSE} = \sqrt{\frac{\sigma_x^2 - \sigma_{xy}\sigma_{xz}}{\sigma_{yz}}},$$  \hspace{1cm} (4)

for one dataset, using the three coincident datasets $x$, $y$, and $z$. $\sigma_{xy}$, $\sigma_{xz}$, $\sigma_{yz}$ are the covariances of the datasets, and $\sigma^2_x$ is the variance of the measurements in question. The correlation with respect to the unknown truth is defined as

$$R^2 = \frac{\sigma_{xy}\sigma_{xz}}{\sigma_x^2 \sigma_{yz}}.$$  \hspace{1cm} (5)

The RMSE and $R^2$ are analogous to the RMSD and $R$ values from pairwise comparisons, however while RMSD and $R$ are sensitive to uncertainties in both datasets, RMSE and $R^2$ are only sensitive to uncertainties in dataset $x$.

All comparison metrics (pairwise or triple colocation) used in this study are affected by colocation mismatch, that is differences between the spatiotemporal sampling of the inhomogeneous ozone and NO$_2$ distributions by different instruments. Ozone colocation errors have been estimated by Verhoest et al. [44]. They used GOME-2 and NDACC ozone measurements, combined with modeled observations, to quantify the error budgets of satellite to ground-based intercomparisons for a host of ground-based stations (67° N to 75° S). They found that colocation errors dominate the error budgets, and can account for differences of 10% or more at high-latitude stations. Using similar methods, colocation errors between OSIRIS and ACE-FTS ozone can also be estimated. For the coincidence criteria used in this study (12 h and 500 km), and including the Arctic (poleward of 60° N) only, the mean relative difference between OSIRIS and ACE-FTS 10–55 km partial columns is expected to be 6.4–6.9%. Colocation errors for satellite to ground-based comparisons are expected to be similar, while for NO$_2$, the values are expected to be larger due to the high latitudinal gradient and diurnal variation.

The contribution of colocation error to the RMSE values varies depending on the combination of instruments, due to differences in viewing geometries and measurement techniques. In order to limit the effect of colocation error, the calculated RMSE values are specific to instrument pairs, and only the sum of the RMSE values is reported for each pair. This way, satellite datasets are not penalized when grouped with two ground-based instruments, and vice versa. RMSE values for the individual instruments were calculated as the average RMSE from all triplets that included both instruments in the pair. For example, using ACE-FTS and GBS ozone, the triplets with SNOZ, Bruker FTIR, PARIS-IR, ACE-MAESTRO, and OSIRIS data were considered, the RMSE values (five for both ACE-FTS and GBS) were averaged, and then added to get the final value shown in Table 3. This process was repeated for all instrument pairs considered in this study. The final RMSE values provide an upper limit on the expected spread between data from various instrument pairs. $R^2$ values for each instrument were calculated in a similar fashion, except those values were not added in the final step.

Throughout this paper, the convention is that ‘spring’ and ‘fall’ are defined as the periods when the sun crosses the horizon daily (i.e. 90° SZA is available). These periods, from day 53 to day 105 (February 23 to April 15) and from day 240 to day 291 (August 27/28 to October 17/18), include all ACE measurements, and all ZSL-DOAS measurements with the ideal 86–91° SZA range. The remainder of the sunlit part of the year is referred to as summer.

4.2. Coincidence criteria

Temporal coincidence criteria were selected based on the measurement methods of the instruments. For twilight-measuring instruments (ACE-FTS, ACE-MAESTRO, and the ZSL-DOAS instruments), comparisons were restricted to the same twilight. In addition, comparisons between ACE-FTS and ACE-MAESTRO were restricted to the same occultation. For all other instrument pairs, coincidences were generated by pairing measurements from both datasets to the nearest measurement in the other dataset, within a ±12 h time window. For triple colocation, these coincidence criteria were applied simultaneously to all three pairs within the group.

For spatial coincidences, satellite measurements within 500 km of the PEARL Ridge Lab were considered. The approximate location of the air masses sampled by each instrument is shown in Fig. 2 of Adams et al. [8]. The primary reason for using a 500 km radius was to reduce the impact of the spring and fall latitudinal NO$_2$ gradient on the comparison results. These impacts are assessed in
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Table 3
Sum of the averaged RMSE values for all possible instrument pairs that involve at least one satellite instrument. The values were calculated using TCA, as described in Section 4.1. The uncertainty values are the standard errors on the averaged RMSE values, combined in quadrature. The number of triplets considered in the average (i.e. the number of third instruments), as well as the total number of triple coincidences (N_tr) are indicated for each pair. Instrument abbreviations are given in Table 1.

<table>
<thead>
<tr>
<th>Ozone Instrument Pair</th>
<th>Sum of RMSE (DU)</th>
<th>Triplets</th>
<th>N_tr</th>
<th>NO2 Instrument Pair</th>
<th>Sum of RMSE (x10²³ molecule/cm²)</th>
<th>Triplets</th>
<th>N_tr</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS, AF</td>
<td>25.8 ± 2.8</td>
<td>5</td>
<td>4047</td>
<td>OS, GY</td>
<td>5.7 ± 0.5</td>
<td>3</td>
<td>1918</td>
</tr>
<tr>
<td>OS, AM</td>
<td>35.2 ± 1.4</td>
<td>5</td>
<td>3550</td>
<td>OS, GU</td>
<td>5.6 ± 0.3</td>
<td>3</td>
<td>1749</td>
</tr>
<tr>
<td>AF, AM</td>
<td>21.2 ± 1.7</td>
<td>5</td>
<td>5229</td>
<td>OS, SX</td>
<td>4.7 ± 0.3</td>
<td>3</td>
<td>2597</td>
</tr>
<tr>
<td>OS, GV</td>
<td>36.1 ± 2.1</td>
<td>6</td>
<td>23,303</td>
<td>OS, GY</td>
<td>5.4 ± 0.5</td>
<td>3</td>
<td>1204</td>
</tr>
<tr>
<td>OS, SX</td>
<td>32.2 ± 1.0</td>
<td>6</td>
<td>9687</td>
<td>OS, SX</td>
<td>5.5 ± 0.4</td>
<td>3</td>
<td>656</td>
</tr>
<tr>
<td>OS, BK</td>
<td>36.0 ± 4.5</td>
<td>6</td>
<td>23,309</td>
<td>OS, SX</td>
<td>4.7 ± 0.3</td>
<td>3</td>
<td>925</td>
</tr>
<tr>
<td>OS, PA</td>
<td>42.2 ± 3.4</td>
<td>6</td>
<td>17,268</td>
<td>AF, GY</td>
<td>3.3 ± 0.4</td>
<td>3</td>
<td>887</td>
</tr>
<tr>
<td>OS, BW</td>
<td>27.2 ± 2.1</td>
<td>4</td>
<td>33,372</td>
<td>AF, GY</td>
<td>3.5 ± 0.4</td>
<td>3</td>
<td>656</td>
</tr>
<tr>
<td>AF, SX</td>
<td>33.3 ± 5.5</td>
<td>5</td>
<td>3169</td>
<td>AF, SX</td>
<td>3.7 ± 0.3</td>
<td>3</td>
<td>482</td>
</tr>
<tr>
<td>AF, BK</td>
<td>41.1 ± 5.2</td>
<td>5</td>
<td>5943</td>
<td>AF, BK</td>
<td>3.7 ± 0.1</td>
<td>3</td>
<td>482</td>
</tr>
<tr>
<td>AF, PA</td>
<td>41.5 ± 5.7</td>
<td>5</td>
<td>12,252</td>
<td>OS, SX</td>
<td>12.8 ± 13.3</td>
<td>3</td>
<td>5277</td>
</tr>
<tr>
<td>AM, GY</td>
<td>46.5 ± 3.3</td>
<td>5</td>
<td>2439</td>
<td>OS, SX</td>
<td>3.5 ± 0.4</td>
<td>3</td>
<td>656</td>
</tr>
<tr>
<td>AM, SA</td>
<td>40.0 ± 4.7</td>
<td>5</td>
<td>2869</td>
<td>OS, SX</td>
<td>3.7 ± 0.3</td>
<td>3</td>
<td>482</td>
</tr>
<tr>
<td>AM, BK</td>
<td>46.9 ± 5.2</td>
<td>5</td>
<td>5277</td>
<td>OS, SX</td>
<td>12.8 ± 13.3</td>
<td>3</td>
<td>5277</td>
</tr>
<tr>
<td>AM, PA</td>
<td>50.7 ± 4.4</td>
<td>5</td>
<td>10,950</td>
<td>OS, SX</td>
<td>3.5 ± 0.4</td>
<td>3</td>
<td>656</td>
</tr>
</tbody>
</table>

Table 4
Drift values and corresponding uncertainties for the satellite minus ground-based daily mean relative difference time series, as described in Section 4.4. The variance-weighted mean value is also indicated for each satellite data product. Drifts that are significant based on the uncertainty alone are highlighted in bold. Whether these drifts are meaningful, or the results of evolving comparison statistics, is discussed in Sections 5.4 (for ozone) and 6.3 (for NO2). None of the drifts are significant based on the number of years (n') required to detect a real drift in the datasets. Instrument abbreviations are given in Table 1.

<table>
<thead>
<tr>
<th>Satellite Instrument</th>
<th>Ground-based Instrument</th>
<th>Ozone drift (%/decade)</th>
<th>NO2 drift (%/decade)</th>
</tr>
</thead>
<tbody>
<tr>
<td>OS</td>
<td>GV</td>
<td>-0.9 ± 3.1</td>
<td>-2.9 ± 9.5</td>
</tr>
<tr>
<td></td>
<td>GU</td>
<td>-1.2 ± 13.7</td>
<td>-12.4 ± 13.7</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>-1.5 ± 2.7</td>
<td>-4.0 ± 13.8</td>
</tr>
<tr>
<td></td>
<td>BK</td>
<td>0.4 ± 2.2</td>
<td>-10.4 ± 10.3</td>
</tr>
<tr>
<td></td>
<td>PA</td>
<td>-2.3 ± 5.1</td>
<td>0.5 ± 5.7</td>
</tr>
<tr>
<td></td>
<td>BW</td>
<td>2.7 ± 1.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GV</td>
<td>-5.0 ± 5.1</td>
<td>7.4 ± 12.8</td>
</tr>
<tr>
<td></td>
<td>GU</td>
<td>-1.2 ± 13.7</td>
<td>5.3 ± 18.5</td>
</tr>
<tr>
<td>AF</td>
<td>SA</td>
<td>-2.5 ± 4.2</td>
<td>-3.3 ± 2.4</td>
</tr>
<tr>
<td></td>
<td>BK</td>
<td>-4.6 ± 4.9</td>
<td>3.6 ± 21.4</td>
</tr>
<tr>
<td></td>
<td>PA</td>
<td>-1.1 ± 5.5</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>GV</td>
<td>-2.3 ± 7.7</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>SA</td>
<td>-0.2 ± 7.3</td>
<td>-0.9 ± 3.3</td>
</tr>
<tr>
<td></td>
<td>BK</td>
<td>-4.1 ± 6.8</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>PA</td>
<td>1.2 ± 5.3</td>
<td>-</td>
</tr>
</tbody>
</table>

4.3. Partial columns

ACE-FTS and ACE-MAESTRO VMR profiles were converted to number density using ACE-FTS pressure and temperature profiles. The OSIRIS profiles are reported as number densities. For the integration to partial columns, profiles were accepted only if all levels in the selected altitude range had valid values. While negative VMR values for ACE-FTS and ACE-MAESTRO were accepted as valid data, none of the profiles considered in the comparisons include negative values within (or immediately outside) the ozone or NO2 partial column ranges.

For comparisons between satellite instruments, ozone partial columns from 14 to 52 km were calculated, in order to maximize the number of available profiles from all three satellite instruments. For comparison to ground-based instruments, the satellite
partial columns were extended down to the altitude of the given instrument (610 m for the PEARL Ridge Lab and 10 m for the Eureka Weather Station; a difference of 1–2 DU) using ozonesonde profiles. This approach is similar to the methods of Adams et al. [8] and Fraser et al. [9]. Sonde profiles were interpolated to the satellite measurement time, and the resulting profiles were smoothed between 12–16 km with a moving average to avoid discontinuities in the joint profile. Excluding the smoothing step results in a mean change of only 0.3% in the satellite total columns. Ozone above 52 km was neglected, since it accounts for less than 0.2% (< 1 DU) of the total ozone column according to the NDACC ozone climatology [30] for Eureka.

For NO₂ partial columns, an altitude range of 12–40 km was chosen. The lower altitude limit was determined by the ZSL-DOAS retrievals, since the standardized NDACC AMFs only include NO2 above 12 km. The upper value was set to 40 km to ensure that the results are comparable to Adams et al. [8]. No correction was applied to extend the columns above 40 km, since NO2 above that altitude accounts for less than 2% of the total column, which is much smaller than the measurement uncertainties for the ground-based instruments. For OSIRIS, the upper altitude limit was reduced to 32 km, since most profiles only extended to that altitude. For comparison to ground-based instruments, OSIRIS NO₂ partial columns were scaled to 40 km using NDACC look-up table profiles calculated using the time, geolocation, and mean wavelength of the OSIRIS measurements.

Diurnal variation of NO₂ must be considered when comparing measurements taken at different times of the day. In the spring and fall, NO₂ increases during the day due to release from nighttime reservoirs. During the polar day (mid-April to late-August), NO₂ decreases at noon due to photolysis to NO. To account for the diurnal variation, NO₂ partial columns were scaled to local noon [e.g., 8,13] using a photochemical box model [45,46]. The model was initialized for 80 N using the NDACC surface albedo climatology and ozonesonde profiles of ozone and temperature interpolated to local noon for each day. For a detailed discussion of the scaling procedure, see Adams et al. [8].

Diurnal variation of NO₂ also leads to errors in individual measurements through the so-called diurnal effect [47–50]. The diurnal effect occurs mainly because sunlight passes through a range of SZA before reaching the instruments, and NO₂ is at different stages of its diurnal cycle for different SZA. For ACE-FTS, NO₂ profiles below 25 km can increase by up to 50% as a result of the diurnal effect [4]. For OSIRIS, these errors are less relevant since only measurements with SZA greater than 85° are expected to change due to the diurnal effect [1,49], and the v6.0 dataset used here contains no such measurements near PEARL. The ZSL-DOAS instruments likely underestimate NO₂, since the SZA at 30 km along the estimated line-of-sight is ~3° smaller (~2° for UV) than the SZA at the instrument location for the standard 86–91° SZA window. Bruker FTIR measurements are affected in the early spring, when SZA in the 30 km layer can be up to 5° smaller than the SZA at the ground. The discrepancy for the Bruker FTIR, however, quickly decreases in the spring as the sun climbs higher in the sky. In addition to the diurnal effect, the diurnal variation of NO₂ also leads to strong latitudinal gradients in the spring and fall. NO₂ concentrations are smaller at higher latitudes, due to the decreasing number of daylight hours with increasing latitude. The impact of the diurnal effect and the latitudinal gradient on the comparison results is examined in Section 7.1.

4.4. Time series analysis

Given the long data record for all instruments included in this study (see Table 1), the decadal stability of the satellite data products can be assessed. For each instrument pair, the daily mean relative differences were calculated, and a linear fit with respect to time was used to obtain an estimate of the drift between the two instruments [e.g., 51,52]. The linear regression was performed using a bi-square weighted robust fitting method [53]. Robust methods are preferable over OLS methods, since the former are less sensitive to outliers and data gaps. The uncertainties given by the robust fit were verified using bootstrap resampling, [54] and the two uncertainty calculations were found to be in very good agreement.

The uncertainties reported for the drift values (σ) were calculated using a correction for the autocorrelation of the noise, [52,55] such that

\[
\sigma = 2\sigma_{\text{fit}} \times \sqrt{\frac{1 + \phi}{1 - \phi}},
\]

where \(\sigma_{\text{fit}}\) is the uncertainty from the robust fit, and \(\phi\) is the lag-1 autocorrelation of the noise. We take the residual daily mean relative differences to represent the distribution of noise in the data [56]. The values of σ yield a more conservative estimate of the uncertainty as compared to the fit uncertainties. Potential seasonality in the relative difference time series was not taken into account explicitly, due to the limitations of OLS fitting methods for sparsely sampled time series, and the large scatter (relative to the potential seasonality) in the relative difference datasets. To assess the feasibility of drift detection for each dataset, we calculated the number of years (\(n^*\)) required to detect a real drift of a given magnitude in the data, as given by Weatherhead et al. [55]:

\[
n^* = \left( \frac{3.3\sigma_N}{\sigma} \right)^{2/3} \frac{1}{\sqrt{2\pi}} \frac{1}{\sqrt{2}} \frac{1}{\sqrt{2}} \left( \frac{\sigma}{\sigma_{\text{fit}}} \right)^{2/3}.
\]

The factor of 3.3 returns \(n^*\) for the given drift value (\(\omega\)) with 90% certainty, and \(\sigma_N\) is the standard deviation of the noise. The statistical significance of the drift value for each dataset was assessed using both the error on the drift (σ) and the number of years (\(n^*\)) required to detect the drift with 90% certainty.

In addition to the drift values for each satellite minus ground-based time series, the mean drift for each satellite data product was calculated using a variance-weighted mean [51]. Weights of \(\sigma^{-2}\) were used, where \(\sigma_i\) is the uncertainty of the drift value for the \(i^{\text{th}}\) instrument pair in the average. The uncertainty on the mean drift is given by (\(\sum_{i=1}^{\infty} \sigma_i^{-2}\))−1/2.

4.5. Averaging kernel smoothing

Satellite profiles were not smoothed in this study, for reasons detailed below. The OSIRIS, ACE-FTS and ACE-MAESTRO satellite instruments measure at a higher vertical resolution than the ground-based instruments considered here. To account for this difference, the satellite profiles might be smoothed with the ground-based averaging kernels according to the method of Rodgers and Connor [57]. Smoothing the satellite profiles for comparisons with the Bruker FTIR and the PARIS-IR is straightforward, and is routinely implemented in validation studies [e.g., 3,10,12]. However, given the good sensitivity of the FTIR instruments to most of the ozone and NO₂ columns [13,17], smoothing is expected to have a small impact on ozone and NO₂ comparisons.

The Brewer and ZSL-DOAS retrievals, on the other hand, do not provide averaging kernels or use a priori profiles. To address this problem, approximate ZSL-DOAS averaging kernels were developed at the Belgian Institute for Space Aeronomy (BIRA-IASB) in the form of look-up tables. The averaging kernel calculations are based on the methods of Eskes and Boersma [58]. In the current iteration, however, the averaging kernels are calculated for 90° SZA only. This limits their use to spring and fall for PEARL data. Furthermore, most of the changes in the smoothed profiles can be attributed to the systematic differences between the unsmoothed satellite
profiles and the climatology used as a priori in the smoothing process.

Considering only the profiles coincident with ground-based measurements, satellite-plus-sonde ozone columns change, on average, by less than 0.2% and 1.4% when smoothed with the Bruker FTIR and PARIS-IR averaging kernels, respectively. The magnitude of the changes is similar for all satellite datasets. Smoothing with the ZSL-DOAS averaging kernels changes the spring and fall ozone columns by less than 1%. Satellite NO$_2$ partial columns change by less than 2% when smoothed with the Bruker FTIR averaging kernels. The change is less than 2.5% when smoothed with the ZSL-DOAS averaging kernels for the visible, while smoothing with the UV averaging kernels leads to changes of 3–4%. All of the changes are small compared to the level of agreement between, and the combined error budgets of, the satellite minus ground-based instrument pairs for both ozone and NO$_2$.

Given the potential problems with the ZSL-DOAS averaging kernels, and the lack of Brewer averaging kernels, we preferred to treat all datasets in a consistent manner, and so we did not perform any smoothing for the satellite to ground-based comparisons.

5. Ozone results

5.1. Satellite versus satellite partial columns

Results of the comparisons between OSIRIS, ACE-FTS and ACE-MAESTRO 14–52 km ozone partial columns are shown in Fig. 1. The three datasets show good correlation, with correlation coefficients of 0.94 or greater (Fig. 1a–c). The slopes of the linear fits are close to 1, and the OLS and RMA methods agree well. The RMA fit is perhaps a better reference in this case, since none of the satellite datasets could be considered the reference dataset for the OLS fit. Correlation coefficients with the unknown truth ($R^2$ from TCA) are 0.97 or greater for all three satellite instruments.

Absolute differences between the satellite datasets are shown in Fig. 1d–f. OSIRIS and ACE-FTS show a mean relative difference of 1.2%. ACE-MAESTRO is systematically lower than OSIRIS and ACE-FTS, by 6.7% and 5.9%, respectively. The spread of the absolute differences (indicated by the RMSE value) is lowest for the OSIRIS minus ACE-FTS comparison, at 18.5 DU. RMSE values for ACE-MAESTRO are higher, 29.6 DU and 23.2 DU, when compared to OSIRIS and ACE-FTS, respectively. The RMSE values for the OSIRIS comparisons are within the maximum range expected from the RMSE calculations using TCA (Table 3), while the RMSE between the ACE instruments is outside the maximum expected range. The estimated values of the drift are 1.3 ± 2.4 %/decade for OSIRIS minus ACE-FTS, -2.1 ± 3.8%/decade for OSIRIS minus ACE-MAESTRO, and -2.1 ± 3.3%/decade for ACE-FTS minus ACE-MAESTRO. None of these values are statistically significant, indicating that there are no systematic changes between satellite datasets over time.

Previous versions of the ozone products from the three satellite instruments have been compared before. Fraser et al. [9] compared ACE-FTS v2.2 and ACE-MAESTRO v1.2 partial columns between 15 and 40 km in a 500 km radius around PEARL for 2004–2006, and found mean relative differences of 5.5% to 22.5%. The 2003–2017 mean of 5.9% found in this study falls within this range. Dupuy et al. [3] compared OSIRIS v2.1, ACE-FTS v2.2, and ACE-MAESTRO v1.2 profiles on a global scale for 2004–2006. They found that ACE-MAESTRO agreed with OSIRIS to ±7% in the 18–59 km range, while ACE-FTS was on average 6% larger than OSIRIS between 9 and 45 km, and progressively larger (up to 44%) between 45 and 60 km. This is opposite to the findings of this study, where ACE-FTS and ACE-MAESTRO partial columns are both smaller than OSIRIS partial columns. The discrepancy is likely due to the fact that coincidences in this study are limited to the Arctic, while Dupuy et al. [3] covered all latitudes. This conclusion is also supported by Adams et al. [8], who compared OSIRIS v5.0x, ACE-FTS v3.0,
and ACE-MAESTRO v1.2 partial columns for 14–52 km (same altitude range as in this study) near PEARL for 2004–2010. Mean relative differences between OSIRIS and ACE-FTS were reported to be 1.2%, identical to the value found in this study. Comparisons involving ACE-MAESTRO partial columns show an approximate doubling of the relative differences, from 2.8% [8] to 6.7% and 5.9%. Given that the OSIRIS minus ACE-FTS comparison remained unchanged, this difference is likely due to changes in the more recent ACE-MAESTRO v3.13 dataset. The relative differences show the same doubling for the 2004–2010 period (used by Adams et al. [8]), indicating that the issue is related to the v3.13 processing. Adams et al. [8] also reported slopes significantly less than 1 for OSIRIS minus ACE-MAESTRO and ACE-FTS minus ACE-MAESTRO comparisons, with y-intercepts similar to those shown in red in Fig. 1b,c.

To further investigate this apparent low bias in ACE-MAESTRO data, we compared 14–52 km ozone number density profiles for all three satellite instruments. The mean profiles and standard deviations for all coincidences are shown in Fig. 2. ACE-MAESTRO underestimates the peak ozone concentrations compared to both OSIRIS (Fig. 2b) and ACE-FTS (Fig. 2c), by more than 10%. OSIRIS and ACE-FTS profiles agree well (Fig. 2a), with only a small difference in the altitude of the peak ozone concentrations. The agreement above 25 km is good for all instrument pairs. ACE-FTS number densities are larger than OSIRIS above 45 km, consistent with Dupuy et al. [3].

5.2. Satellite versus ground-based partial columns

Correlation plots of the satellite-plus-sonde ozone columns (surface-52 km) and the ground-based datasets are shown in Figs. 3 and 4. Comparisons with the Brewer ozone data (Fig. 3) are only shown for OSIRIS, since there are too few (less than 15) Brewer measurements in early spring and late fall for meaningful comparisons with ACE. The instrument pairs have correlation coefficients of 0.86–0.95 for OSIRIS, 0.90–0.96 for ACE-FTS, and 0.87–0.94 for ACE-MAESTRO. The ZSL-DOAS instruments show better correlation with the ACE instruments than the direct sun measurements, while OSIRIS shows high correlation coefficients for all instruments except PARIS-IR. \( R^2 \) values from TCA are 0.94–0.97 for OSIRIS, 0.94–0.96 for ACE-FTS, and 0.92–0.94 for ACE-MAESTRO. \( R^2 \) for the ground-based instruments ranges from 0.92 to 0.98. The seasonal evolution of the absolute differences between the instrument pairs, as well as the mean absolute and relative differences and RMSE values for each pair are shown in Fig. 5. Most instrument pairs (with the exception of OSIRIS minus Brewer, ACE minus Bruker FTIR, and ACE-MAESTRO minus PARIS-IR) agree within the combined retrieval uncertainties (absolute and relative) indicated in Table 2. Note that the error estimates for the satellite data and for the Brewer measurements include random errors only.

The comparison of OSIRIS-plus-sonde ozone columns to Brewer data shows a mean relative difference of 2.7%, with the largest differences observed in the spring (Fig. 3). The vast majority of
the coincidences, however, occur in the summer, and so the larger springtime differences contribute minimally to the mean. The relative differences (not shown) are distributed evenly throughout the year. For a discussion of the dependence of the differences on SZA, see Appendix A. The RMSD value of 20.8 DU is within the expected range from the RMSE calculations shown in Table 3.

OSIRIS and ACE-FTS satellite-plus-sonde columns are consistently larger than the GBS ozone columns, by 4.4% and 2.6%, respectively. The absolute differences are most pronounced for the higher ozone values in early spring. OSIRIS and ACE-FTS show better agreement with the SAOZ dataset across the range of ozone column values, with mean relative differences of 2.3% and -0.5%, respectively. ACE-MAESTRO ozone is systematically lower than OSIRIS and ACE-FTS, and therefore agrees better with GBS (-1.2%) than SAOZ (-4.4%). The offset between the GBS and SAOZ intercomparisons is similar for both ACE instruments. The largest absolute differences (as well as relative differences, not shown) for each satellite minus ZSL-DOAS instrument pair are observed in the early spring (Fig. 5a, c, e). The RMSD values for the satellite minus ZSL-DOAS comparisons are all within the maximum expected range shown in Table 3. Comparisons to the GBS dataset consistently result in higher RMSD (30.4 DU, 33.9 DU, and 36.5 DU for OSIRIS, ACE-FTS, and ACE-MAESTRO) than comparisons to SAOZ (26.7 DU, 24.4 DU, and 35.5 DU, respectively). This difference is smallest for ACE-MAESTRO, and the highest RMSD values are also seen in the ACE-MAESTRO comparisons. To aid in interpreting the intercomparison results, the dependence of the differences on SZA is described in Appendix A, and the ground-based ozone datasets are compared in Appendix B.1.

All three satellite-plus-sonde ozone datasets are systematically lower than the Bruker FTIR. This difference (absolute and relative) is also most pronounced in the spring, resulting in large mean relative differences for ACE-FTS and ACE-MAESTRO comparisons, -7.5% and -12.0%, respectively. In the case of OSIRIS, the agreement is -2.1%, and it remains better than 3% in all seasons. The satellite-plus-sonde columns show better agreement with the PARIS-IR, resulting in mean relative differences of -4.3% for ACE-FTS, -8.8% for ACE-MAESTRO, and -0.1% for OSIRIS.

Comparisons of 14–52 km satellite partial columns to Bruker FTIR and PARIS-IR partial columns show small changes in relative differences (compared to surface-52 km satellite-plus-sonde columns) for the Bruker FTIR, to -2.3%, -7.3%, and -13.4% for OSIRIS, ACE-FTS and ACE-MAESTRO. These changes are significant within standard error for ACE-MAESTRO only. PARIS-IR differences show larger (and significant) changes, to 1.5%, -0.4%, and -6.1%, respectively. Results using PARIS-IR partial columns, however, need to be interpreted with caution, since the retrieval is optimized for total columns, and has lower DOPs than the Bruker FTIR retrieval.

The RMSD values (using surface-52 km satellite-plus-sonde ozone columns) are 25.2 DU, 45.1 DU, and 60.7 DU for OSIRIS,
ACE-FTS, and ACE-MAESTRO, when compared to the Bruker FTIR. The values are 33.3 DU, 37.8 DU, and 53.8 DU, respectively, when compared to PARIS-IR. For the Bruker FTIR, only the OSIRIS comparison falls in the expected range from the RMSE values (Table 3), while PARIS-IR satisfies the RMSE condition for OSIRIS and ACE-FTS.

Comparisons of 14–52 km ozone profiles from the Bruker FTIR and the satellite instruments (linearly interpolated to the Bruker FTIR retrieval grid) are shown in Fig. 6. PARIS-IR profiles were not used due to the comparatively low DOFS of the PARIS-IR retrievals. OSIRIS profiles show good agreement with the Bruker FTIR profiles; the mean values are within 5% for all but the lowermost three layers. ACE-FTS and ACE-MAESTRO show patterns similar to each other, with the ACE-MAESTRO differences shifted due to the systematic differences discussed in Section 5.1. The ACE-FTS and ACE-MAESTRO profiles below 40 km are smaller than the Bruker FTIR values by as much as 12% and 20%, respectively, while relative differences above 40 km are of similar magnitude but with opposite sign. The large differences in the ACE minus Bruker FTIR column intercomparisons are the result of the large differences in the measured peak ozone concentrations. When only early spring data are considered for OSIRIS, the relative differences show a pattern similar to the ACE instruments, but with less of a difference below 40 km. The high-altitude differences may be related to the fast-decreasing vertical resolution of the Bruker FTIR above 30 km. To test if the discrepancies are due to the different vertical resolutions of the satellite instruments and the Bruker FTIR, the profile comparisons were repeated using satellite profiles smoothed with the Bruker FTIR averaging kernels. The new comparisons (not shown) are similar to the unsmoothed results, indicating that smoothing does not have a large impact on the mean profile comparisons. The springtime measurements are likely affected by the location of the polar vortex; this is examined in Section 7.1.

5.3. Comparison to previous validation studies

The ZSL-DOAS instruments at Eureka have been used in several satellite validation studies. Fraser et al. [9] compared ACE-FTS v2.2
and ACE-MAESTRO v1.2 15–40 km ozone partial columns (extended with ozonesonde data) to 2004–2006 GBS and SAOZ columns. The GBS and SAOZ ozone was retrieved using identical settings in that study. When comparing ACE-FTS to 2SL-DOAS data, they found mean relative differences of 3.2% to 6.3% for GBS ozone, and 0.1% to 4.3% for SAOZ. These values are comparable to the 2.6% and -0.5% found in this study. For ACE-MAESTRO, Fraser et al. [9] found differences of −19.4% to −1.2% for GBS and −12.9% to −1.9% for SAOZ. Our values of −1.2% and −4.4% are within the range estimated by Fraser et al. [9]. Adams et al. [8] compared OSIRIS v5.0x, ACE-FTS v3.0 and ACE-MAESTRO v1.2 ozone columns with GBS and SAOZ V2 measurements for 2003–2011 using methodology similar to the methods in this paper. For OSIRIS, they found differences of 5.7% and 7.3% with respect to GBS and SAOZ data, which are larger than the 4.4% and 2.3% reported in this study. Since the present study also uses the OSIRIS v5.x data, the reduction in the differences with respect to the GBS measurements is largely due to the longer data record, while the SAOZ intercomparisons were improved by the new SAOZ V3 dataset as well (Section 3.1; V3 ozone is significantly larger than V2 data for 2008–2010). Adams et al. [8] reported ACE-FTS relative differences of 6.5% and 4.8% for GBS and SAOZ, which are also larger than the 2.6% and -0.5% found in this study. In addition to the reasons mentioned before, this improvement is largely due to the addition of more fall ACE-FTS data, which generally agrees better with the 2SL-DOAS datasets (Fig. 5c). ACE-MAESTRO relative differences changed from 5.0% and 1.6% [8] to −1.2% and −4.4% for GBS and SAOZ, respectively, reflecting the apparent negative bias in the new ACE-MAESTRO dataset.

Bruker FTIR ozone was first compared to ACE-FTS v2.2 measurements by Batchelor et al. [10]. They compared 6–43 km partial columns to ACE-FTS partial columns smoothed by the Bruker FTIR averaging kernels, and found a mean relative difference of −5.6% for 2007–2008. This is comparable to the −7.5% relative difference reported in this study. Batchelor et al. [10] found that the location of the polar vortex had a significant impact on the comparison results. Implementing stricter coincidence criteria based on line-of-sight scaled potential vorticity (sPV) and temperature values improved the relative differences to -0.4%. The impact of the vortex position in the results of this study is further discussed in Section 7.1. Using the stricter coincidence criteria of Batchelor et al. [10], Griffin et al. [12] compared smoothed ACE-FTS v3.5 ozone partial columns to Bruker FTIR partial columns in the 9–48.5 km range. They found mean relative differences of −3.6% for 2007–2013, smaller than the value found in this study. PARIS-IR ozone has only been compared to ACE-FTS previously. Fu et al. [11] compared 2006 measurements to smoothed ACE-FTS v2.2 data in the 9.5–84.5 km range, and found a mean relative difference of −5.2%, while Griffin et al. [12] found −3.5%. Both these values are similar to the −4.3% reported here.

Adams et al. [8] compared Bruker FTIR total columns to OSIRIS v5.0x, ACE-FTS v3.0 and ACE-MAESTRO v1.2 satellite-plus-sonde columns using methods similar to the ones applied here, and found mean relative differences of 0.1%, −4.7%, and −6.1%, respectively. These values are smaller than the values of −2.1%, −7.5%, and −12.0% found in this study. Most of the differences can be explained by year-to-year variability introduced by the polar vortex in the spring (see Section 7.1), and by the shift in the ACE-MAESTRO data. Adams et al. [8] also compared Brewer ozone total columns to OSIRIS-plus-sonde columns, and found a mean relative difference of 2.8%, very close to the 2.7% in this study. The two values agree within their combined standard errors. The comparison results for satellite and ground-based ozone columns from this study and from relevant publications are summarized in Fig. 9a.

5.4. Decadal stability

Drift values and corresponding uncertainties for each of the relative difference time series are shown in Table 4. OSIRIS-plus-sonde ozone columns show a statistically significant drift of 2.7 ± 1.3%/decade only when compared to the Brewer measurements. The mean drift also becomes significant as a result. The number of years required to detect a real drift of 2.7% /decade (see Section 4.4), however, is n = 23, while the OSIRIS to Brewer comparisons span only 14 years. In addition, OSIRIS shows no significant drift when compared to any other ground-based dataset, and so we cannot say with confidence that the drift between OSIRIS-plus-sonde ozone columns and Brewer measurements is real. Huber et al. [51] found significant drifts in the differences between OSIRIS ozone data and ozonesonde and lidar measurements. These issues, however, were related to a pointing bias, and were corrected in the v5.10 dataset [23] (see Section 2.7).

ACE-FTS-plus-sonde ozone columns show no statistically significant drift when compared to any of the ground-based instruments, and the n values indicate that none of the time series are long enough to say with confidence that the drifts returned by the linear regression are real. When the mean across all instrument pairs is considered, the drift becomes significant, since the combined
uncertainty is reduced. This apparent negative drift is expected, given the better agreement of fall ACE-FTS data with ZSL-DOAS measurements, and the fact that most fall coincidences occur after 2013 (see Section 5.3). The mean drift is not significant when fall ZSL-DOAS data are excluded, or when the spring and fall data are fitted separately. The lack of drift in ACE-FTS data is consistent with the results of Hubert et al. [51].

There is no significant drift between ACE-MAESTRO-plus-sonde ozone columns and the individual ground-based instruments, and the mean drift is also zero within the uncertainty, in agreement with Hubert et al. [51]. All of the \( n^\circ \) values are larger than the number of years available in each relative difference time series. The uncertainties on the drift values are larger than for the ACE-FTS data, reflecting the larger scatter seen in the comparison results (Fig. 5). The lack of drift in the ACE-MAESTRO data lends further credibility to the conclusion that the observed low bias (Section 5.1) is related to the v3.13 reprocessing, and not to changes in the dataset over time.

6. \( \text{NO}_2 \) results

Satellite \( \text{NO}_2 \) measurements were only compared to the ground-based datasets. The comparison of OSIRIS and ACE-FTS \( \text{NO}_2 \) was excluded due to the limited number (38) and seasonal distribution (late September in a few years only) of coincident measurements. The results of the satellite minus ground-based intercomparisons are discussed below. Unlike for ozone, \( \text{NO}_2 \) profiles from the Bruker FTIR were not compared to the satellite profiles, since the mean degrees of freedom for signal for the Bruker FTIR 12–40 km partial columns is 1.2 on average.

6.1. Satellite versus ground-based partial columns

Correlation plots of the satellite and ground-based 12–40 km \( \text{NO}_2 \) partial columns are shown in Fig. 7. Correlation coefficients for OSIRIS are in the 0.91–0.93 range. The values are slightly smaller for ACE-FTS, between 0.84–0.87. One reason for this might be that ACE-FTS only measures in the spring and fall, and so only a smaller range of \( \text{NO}_2 \) partial column values is available to constrain the linear relationship. \( R^2 \) coefficients from TCA are 0.94–0.96 for OSIRIS and 0.88–0.92 for ACE-FTS, while the ground-based datasets have \( R^2 \) values in the 0.88–0.97 range. The absolute differences between the instrument pairs throughout the year are shown in Fig. 8, alongside the mean absolute and relative differences and RMSD values. Most instrument pairs (with the exception of OSIRIS minus GBS-vis and ACE-FTS minus Bruker FTIR) agree within the combined retrieval uncertainties (absolute and relative) indicated in Table 2.

OSIRIS \( \text{NO}_2 \) shows a similar relationship to the GBS-vis and GBS-UV products (Fig. 8a), where there is good agreement in the spring, OSIRIS partial columns are much smaller than the ground-based data in the summer, and this difference is reduced in the fall. The relative differences (not shown) follow the same pattern. The mean relative differences are \(-19.9\%\) and \(-8.1\%\) with respect to GBS-vis and GBS-UV, respectively. Since the GBS-vis dataset is longer and has more summer data, the mean differences are heavily weighted by the large differences in the summer. OSIRIS \( \text{NO}_2 \) is also smaller than SAOZ, with a relative difference of \(-11.3\%\) (Fig. 8b), and similar absolute differences in the spring and fall. The relative differences (not shown) are larger in the spring for the SAOZ comparisons. The RMSDs for the GBS datasets (10.3–6.6 \( \times 10^{14} \) mole/cell\(^2\)) are larger than the maximum expected spread from the RMSE calculations (Table 3), likely due to the large summertime differences. The RMSD for SAOZ is smaller (4.8 \( \times 10^{14} \) mole/cell\(^2\)), and within the expected range. The SAOZ\(_{\text{allyear}}\) Dataset (Section 3.1) provides four years of summer data to further evaluate the differences between OSIRIS and ground-based ZSL-DOAS instruments. The OSIRIS minus S AOZ\(_{\text{allyear}}\) \( \text{NO}_2 \) comparison (not shown) results in a mean relative difference of \(-10.5\%\), and the differences follow the same pattern described for the GBS instruments. The large summertime OSIRIS minus ZSL-DOAS differences suggest the presence of systematic errors in the datasets or in the scaling factors from the photochemical box model [8]. The differences in viewing geometries, combined with the challenges of ZSL-DOAS retrievals in the summer (Section 3.1) likely contribute to the seasonal pattern as well.

Fig. 7. As for Fig. 4, 12–40 km \( \text{NO}_2 \) satellite partial columns against ground-based partial columns.
Fig. 8. As for Fig. 5, 12–40 km NO₂ satellite partial columns against ground-based partial columns.

Fig. 9. Mean relative differences between (a) satellite-plus-sonde surface-52 km ozone columns and ground-based total columns, (b) 12–40 km satellite NO₂ partial columns and ground-based partial columns, and (c) 14–52 km satellite ozone columns. Bars show the results from this study, as well as the results from Adams et al. [8] (2003–2011). Additional lines indicate results from Fraser et al. [9] (individual yearly values, 2004, 2005, and 2006 for GBS, 2005 and 2006 for SAOZ; note that for AF-GV, values are 6.3% for both 2005 and 2006), Batchelor et al. [10] (2007–2008), Fu et al. [11] (2006), and Griffin et al. [12] (2006–2013). Error bars indicate standard error, where available. Abbreviations are given in Table 1.
OSIRIS NO₂ partial columns are larger than Bruker FTIR measurements by a mean difference of 5.5%. The seasonal pattern in the absolute differences (Fig. 8b) and relative differences (not shown) is somewhat similar to the ZSL-DOAS datasets, although the summertime negative shift in the absolute differences is less pronounced. Overall, OSIRIS shows better agreement with Bruker FTIR than with the ZSL-DOAS instruments. This is reflected in the RMSD (4.0 × 10¹⁴ molec/cm²), which is the smallest among the four OSIRIS comparisons. The differences between the ground-based NO₂ datasets are not unusual, and are discussed further in Appendix B.2. The dependence of the differences on SZA is described in Appendix A.

The ACE-FTS NO₂ partial columns are systematically larger than the GBS-vis and GBS-UV datasets, with mean differences of 15.3% and 8.8%, respectively (Fig. 8c). The SAOZ data, on the other hand, agree well with ACE-FTS, with a mean difference of only 0.7% (Fig. 8d). The level of agreement is similar in spring and fall for the GBS datasets, while SAOZ appears to measure less NO₂ in the fall compared to ACE-FTS. The ACE-FTS NO₂ partial columns are also smaller than the Bruker FTIR, by 33.2% on average. The majority of coincidences occur in the spring, due to the limited number of Bruker FTIR measurements in the fall. The RMSD for the GBS-vis and GBS-UV datasets (3.7–3.2 × 10¹⁴ molec/cm²) are comparable, but the GBS-vis value falls outside the range indicated in Table 3. The ACE-FTS minus SAOZ comparison shows the smallest spread (2.9 × 10²⁴ molec/cm², within the expected range), while the Bruker FTIR shows the largest (4.7 × 10¹⁴ molec/cm², outside the expected range).

6.2. Comparison to previous validation studies

Fraser et al. [9] compared ACE-FTS v2.2 22–40 km NO₂ partial columns to 2004–2006 GBS-vis and SAOZ columns. They found mean relative differences of −10.7% to −19.7% for GBS-vis, and −11.5% to −13.6% for SAOZ. These values are opposite of the findings in this paper, but direct comparisons are difficult due to the different partial column range and the fact that Fraser et al. [9] calculated total columns (instead of the 12–60 km range used here) for the ground-based instruments. More direct comparison is possible to the results of Adams et al. [8], who used settings similar to the ones in this study for the GBS datasets. They calculated 17–40 km partial columns for the satellite intercomparisons, using the OSIRIS v3.0 and ACE-FTS v2.2 datasets. For OSIRIS, they found mean relative differences of −7.8% and −3.3% for GBS-vis and GBS-UV. The differences with respect to the GBS datasets are much larger (−19.9% and −8.1%) in this study. This is primarily the result of the different seasonal distribution of the OSIRIS v6.0 NO₂ measurements. Near PEARL, there are fewer OSIRIS measurement in the spring and fall, when the agreement with the ground-based partial columns is better. Adams et al. [8] also found a seasonal variation in the absolute differences similar to what is shown in Fig. 8a. For ACE-FTS, they found relative differences of 15.2% and 13.6% using GBS-vis and GBS-UV data, similar to the 15.3% and 8.8% found in this study. The larger change in the GBS-UV comparison is likely due to the low number of coincidences (38) in Adams et al. [8]. Using SAOZ V2 data, they found mean relative differences of 10.2% for OSIRIS and 12.7% for ACE-FTS, which are substantially different from the values of −11.3% and 0.7% found in this study. However, changes in the SAOZ NO₂ AMF calculations (Section 3.1) likely account for most of these differences. The significant changes in the SAOZ dataset are evident in the ground-based intercomparisons as well (see Appendix B.2).

The Bruker FTIR NO₂ has only been used in one previous validation study. Using a previous version of the retrievals, Adams et al. [8] compared 17–40 km OSIRIS partial columns to Bruker FTIR partial columns. They found a mean relative difference of 12.2% for 2006–2011, and the differences showed a seasonal pattern similar to the OSIRIS minus ZSL-DOAS comparisons. The mean OSIRIS minus Bruker FTIR difference is smaller in this study (5.5%), and the seasonal variation is less pronounced, since the updated Bruker FTIR NO₂ shows better agreement with OSIRIS for low NO₂ concentrations in the spring and fall. ACE-FTS NO₂ measurements have not previously been compared to the Bruker FTIR at Eureka, since Adams et al. [8] excluded Bruker FTIR measurements with SZA > 80°. The satellite to ground-based NO₂ partial column comparison results, and the changes compared to previous publications, are summarised in Fig. 9b.

6.3. Decadal stability

Drift values and corresponding uncertainties for each of the relative difference time series are shown in Table 4. There is no statistically significant drift between OSIRIS NO₂ partial columns and most ground-based instruments, except for a marginally significant drift of −10.4 ± 10.3%/decade when compared to the Bruker FTIR dataset. The mean drift for OSIRIS NO₂ partial columns is not statistically significant. The drift with respect to the Bruker FTIR dataset is related to the fact that springtime coincidences show large positive differences (but also large scatter), and the majority of springtime coincidences occur prior to 2012. This leads to a negative drift in the springtime comparisons. None of the other instruments show a significant drift for spring data only, and the OSIRIS minus Bruker FTIR drift is not significant when spring data are excluded. In addition, the number of years required to detect a drift of −10.4%/decade in the OSIRIS minus Bruker FTIR dataset is n* = 20, and there are only 12 years of coincident measurements available.

ACE-FTS NO₂ partial columns show no statistically significant drift when compared to any of the ground-based datasets. The mean drift, however, is statistically significant. Similar to the ozone comparisons, this apparent positive drift is expected, since ACE-FTS minus SAOZ differences are larger in the fall than in the spring (see Section 6.1), and fall coincidences only occur in 2015–2017. The mean drift is not significant when fall SAOZ data are excluded, or when the spring and fall data are fitted separately. In addition, n* values for each of the individual drifts are larger than the number of years available in the relative difference time series.

7. The impact of atmospheric conditions

7.1. Springtime coincidence criteria

Many of the instrument comparisons in this study show the poorest agreement during the spring, when the polar vortex might be located over or near Eureka. The vortex isolates air masses in the stratosphere, and so measurements on either side of the vortex boundary might be spatially close, but have substantially different trace gas concentrations. To examine the effect of the polar vortex on the springtime comparisons, we used derived meteorological products (DMPs) [59] from the second Modern-Era Retrospective analysis for Research and Applications (MERRA-2), an atmospheric reanalysis that uses the Goddard Earth Observing System Model Version 5.2.0 reanalysis system (GEOS-5) [60, 61]. DMPs, such as scaled potential vorticity (sPV) [62, 63] and temperature, were calculated along the line-of-sight of the ACE-FTS, ACE-MAESTRO, GBS, SAOZ, Bruker FTIR and PARIS-IR instruments, and at the coordinates of the 25 km tangent point for OSIRIS measurements, using the Jet and Tropopause Products for Analysis and Characterization (JETPAC) package [64, 65].

The line-of-sight calculations for the ZSL-DOAS instruments are described by Adams et al. [8]. Coincident measurements were kept
only if the temperature differences between measurements at selected layers were less than 10 K, and measurements were either both inside \((sPV > 1.6 \times 10^{-4} \text{ s}^{-1})\) or both outside \((sPV < 1.2 \times 10^{-4} \text{ s}^{-1})\) the polar vortex at each layer. The time period selected for the comparisons with dynamical coincidence criteria was spring (up to day 105), as defined in Section 4.1. This period includes all the springtime ACE measurements, and most of the days when the lower stratosphere might be inside the polar vortex (as indicated by the DMP calculations).

For ozone, altitude levels of 14, 18, 20, and 22 km were selected, to coincide with the peak ozone concentrations in the lower stratosphere. Adams et al. [8] used similar altitude levels (in pressure coordinates), excluding 22 km, while Batchelor et al. [10] and Griffin et al. [12] used the same levels with the addition of 24, 26, 30, 36, and 46 km. Imposing dynamical coincidence criteria throughout the entire stratosphere drastically reduced comparison statistics due to the 500 km distance limit used in this study. With the additional coincidence criteria, and using surface-52 km ozone columns, the ACE minus Bruker FTIR and ACE minus PARIS-IR comparisons showed large improvements. For the Bruker FTIR, ACE-FTS relative differences improved from \(-7.4 \pm 0.2\%\) to \(-3.9 \pm 0.4\%\), while ACE-MAESTRO comparisons improved from \(-12.0 \pm 0.3\%\) to \(-7.3 \pm 0.6\%\). For the PARIS-IR, the changes were \(-4.3 \pm 0.1\%\) to \(-2.0 \pm 0.3\%\), and \(-8.8 \pm 0.1\%\) to \(-4.5 \pm 0.5\%\), respectively. Comparisons of ACE-FTS and ACE-MAESTRO measurements to ZSL-DOAS data did not improve with the additional coincidence criteria. OSIRIS comparisons to the ZSL-DOAS measurements showed modest improvements, from \(6.7 \pm 0.2\%\) to \(5.9 \pm 0.2\%\) for GBS and \(2.3 \pm 0.2\%\) to \(1.8 \pm 0.2\%\) for SAOZ. OSIRIS minus Bruker FTIR and PARIS-IR comparisons did not change significantly with the inclusion of the dynamical coincidence criteria.

The comparison results with the stricter coincidence criteria are similar to the findings of Adams et al. [8]. They also saw the largest improvement for ACE-FTS minus Bruker FTIR (\(-5.6\%\) to \(-3.1\%), with modest or no improvements for the other instrument pairs. The good agreement of the ACE-FTS to Bruker FTIR comparisons using the dynamical coincidence criteria (\(-3.1 \pm 0.8\%) [8], \(-3.6 \pm 0.6\%) [12], and \(-3.9 \pm 0.4\%\) here) indicates that year-to-year variability in the location and strength of the polar vortex has a significant impact on the observed differences, and that the underlying agreement between ACE-FTS and Bruker FTIR is stable over time. There are no significant drifts in any of the relative difference time series filtered by the dynamical coincidence criteria.

While the location of the polar vortex influences the comparison results, removing these impacts is challenging for scattered light measurements such as OSIRIS and the ZSL-DOAS instruments. Precise line-of-sight calculations are not possible for these instruments due to the multiple paths taken by scattered sunlight before reaching the detectors. The dynamical coincidence criteria for OSIRIS are weakened due to the lack of line-of-sight information. In addition, ZSL-DOAS measurements are integrated over a much longer time than solar measurements. Springtime vertical columns are calculated using 2–4 h of measurements, corresponding to a 30–60° change in solar azimuth. Using the estimated line-of-sight for the mean measurement time only [8] may reduce the utility of the stricter coincidence criteria. Modest to no improvements in comparisons involving scattered light instruments are thus likely partially due to the cruder line-of-sight estimates used.

To investigate the impact of the polar vortex on 12–40 km NO2 partial column comparisons, altitude levels of 24, 26, and 30 km were selected, since the peak NO2 concentrations occur at higher altitudes than for ozone. The dynamical coincidence criteria, however, did not improve the comparison results, with the exception of the OSIRIS minus SAOZ relative differences (\(-12.2 \pm 0.9\%\) to \(-7.6 \pm 1.1\%\)). The small impact of the dynamical coincidence criteria for NO2 is likely due to the large uncertainties in the measurements and the diurnal scaling, as well as the variability of NO2, such as the latitudinal gradient and the diurnal effect [4,8].

To assess the impact of the latitudinal gradient on NO2 comparisons, a \(\pm 1°\) latitude coincidence criterion was implemented using the 25 km tangent height of the OSIRIS measurements, the 30 km tangent height of the ACE-FTS measurements, and the corresponding 25 or 30 km point along the line-of-sight of the ground-based instruments. Since the latitudinal gradient is present during both spring and fall, measurements from both seasons (as defined in Section 4.1) were included. Ratios of modeled NO2 partial columns at twilight for 79 N over 81 N (after Fig. 5 of Adams et al. [8]) are only as high as 2.5, compared to ratios of 7 for latitude differences typical for coincidences within a 500 km radius. The latitude filter improved the relative and absolute differences for six of the eight instrument pairs, although these improvements are only significant within standard error for the ACE-FTS minus GBS-UV comparison (8.8 \pm 1.1% to 2.2 \pm 2.6%). The remaining two comparisons (ACE-FTS to SAOZ and Bruker FTIR) resulted in inconclusive changes, where only the absolute or relative differences improved (none significant within standard error). The small changes using the \(\pm 1°\) latitude coincidence criterion indicate that using the 500 km radius to select coincidences is adequate even when NO2 has a strong latitudinal gradient. If a 1000 km radius is used, the \(\pm 1°\) criterion significantly changes the results for six out of the eight instrument pairs, indicating that the larger radius would lead to systematic issues in the spring and fall NO2 comparisons.

To estimate the impact of the diurnal effect, a new set of diurnal scaling factors was calculated for the ground-based instruments, using the SZA of the 30 km point along the line-of-sight instead of the time of the measurements. As expected, the scaled NO2 partial columns increased, by 6–7% for the ZSL-DOAS instruments, and by 4% for the Bruker FTIR. The corresponding shift in the satellite minus ground-based differences results in better agreement for all the pairs where the satellite instrument overestimated the ground-based measurements, and the differences increased for pairs where the satellite instrument was already underestimating NO2 compared to the ground-based data (see Fig. 8). These results indicate that the variability of NO2 has a significant impact on comparisons at high latitudes.

### 7.2 Cloud-filtered ZSL-DOAS ozone dataset

Clouds are a large factor of uncertainty in ZSL-DOAS measurements, and they are not taken into account in the NDACC ozone AMF calculations. Hendrick et al. [30] estimated that this omission accounts for a 3.3% uncertainty in the ozone columns. Cloudy AMFs are systematically larger than AMFs in clear conditions, mainly due to multiple scattering in the cloud layer. Existing cloud-screening algorithms for (mainly off-axis) DOAS instruments [66–69] are based on the color index (CI) at various wavelength pairs. These algorithms, however, require small SZA measurements that are not available at high latitudes.

To assess the impact of clouds on ZSL-DOAS ozone measurements at Eureka, a cloud screening algorithm was developed for the UT-GBS and SAOZ datasets by Zhao et al. [70]. Cloudy spectra were filtered out using calibrated CI and thresholds based on radiative transfer model simulations prior to the VCD retrieval. This method, however, still requires SZA values smaller than 85° for the individual measurements, and so has limited impact on the spring and fall measurements when only the UT-GBS daily reference spectra might be filtered. To extend the range of the filter, the temporal smoothness of the CI and the O3 dSCDs was also taken into account, since they should vary smoothly in the absence of rapidly varying clouds. The cloud-filtered ZSL-DOAS datasets were retrieved using the GBS retrieval code (Section 3.1), with the ex-
ception of the use of fixed reference column densities for SAOZ. Zhao et al. [70] found that for 2010–2017 data, there is a 1–5% difference between cloudy and clear ZSL-DOAS measurements. Cloudy measurements show a positive bias, consistent with the enhanced AMFs in cloudy conditions. Using the same 2010–2017 subset of GBS and SAOZ measurements as in Zhao et al. [70], the effects of clouds on the satellite minus ZSL-DOAS intercomparisons can be examined. The ACE-FTS and ACE-MAESTRO comparisons show only insignificant changes. This is consistent with the limited applicability of the cloud-filter algorithm in the spring and fall. When compared to OSIRIS data, the mean relative differences increased for both GBS and SAOZ, although the change is only significant within standard error for the former. Since the GBS dataset has more summer data than SAOZ, the effect of the cloud filter is expected to be larger. OSIRIS minus GBS differences changed from 3.2 ± 0.1% to 4.4 ± 0.2%, while correlation coefficients improved from 0.92 to 0.95. This is consistent with Zhao et al. [70], who found that the cloud filter changes the GBS minus Brewer differences from 0.05 ± 0.25% to –1.84 ± 0.71%.

These results suggest that clouds play an important role in satellite comparisons to ZSL-DOAS instruments at high latitudes. While the impact of clouds on spring and fall measurements is difficult to quantify, it is likely that ZSL-DOAS measurements have a positive bias during those periods as well. Since direct sun measurements (e.g., the Bruker FTIR and Brewer measurements) have a natural clear-sky bias, comparison results across multiple datasets have to be interpreted with care.

8. Conclusions

OSIRIS and ACE ozone and NO₂ measurements within 500 km of the PEARL Ridge Lab were compared to ground-based measurements. Ozone partial columns from 14 to 52 km were calculated from the satellite profiles, and these were extended to the surface using ozonesonde data. NO₂ partial columns were calculated from 12 to 40 km for ACE-FTS and 12 to 32 km for OSIRIS (scaled to 40 km using the NDACC NO₂ profile climatology). NO₂ partial columns were not extended to the surface since the ground-based instruments measure partial columns above 12 km. All NO₂ measurements were scaled to local noon using a photochemical model to account for the diurnal variation of NO₂. Drifts between the various datasets were calculated using robust linear regression of the daily mean relative differences.

Ozone partial columns from the three satellite instruments show reasonable agreement. OSIRIS and ACE-FTS agree to within 1.2%, while ACE-MAESTRO ozone shows a 6.7% and 5.9% low bias when compared to OSIRIS and ACE-FTS, respectively. Profile comparisons show that relative to the OSIRIS and ACE-FTS, ACE-MAESTRO underestimates the peak ozone concentrations within 500 km of PEARL. This bias was not apparent in previous ACE-MAESTRO data versions [8]. The lack of drift between any of the satellite datasets indicates that the ACE-MAESTRO bias is related to changes in the v3.13 processing, and not to changes in the dataset over time. While we cannot draw any conclusions regarding the global ACE-MAESTRO data, we advise caution when using the v3.13 ozone dataset in the Arctic for applications where accuracy is important. Satellite NO₂ partial columns were not compared due to the low number of coincidences between OSIRIS and ACE-FTS.

Satellite-plus-sonde ozone columns were compared to five ground-based datasets. OSIRIS ozone columns agree with ground-based total columns with a maximum mean relative difference of 4.4%. The agreement is better than 7.5% for ACE-FTS ozone, while ACE-MAESTRO columns show a maximum relative difference of 12%, reflecting the low bias indicated by the satellite comparisons. The largest differences were observed for the ACE minus Bruker FTIR and PARIS-IR comparisons. Excluding those four values, all other instrument pairs agree to within 4.4%. Comparisons of satellite-plus-sonde ozone with a cloud-filtered ZSL-DOAS dataset indicate that the underlying agreements are likely different due to a positive bias in the ZSL-DOAS measurements in cloudy conditions.

Springtime ozone comparisons are affected by the polar vortex. This additional atmospheric variability is most significant for the ACE minus Bruker FTIR and PARIS-IR comparisons, since most of those coincidences (all for PARIS-IR) occur during the spring. Using stricter dynamical coincidence criteria in the spring, ACE minus Bruker FTIR and PARIS-IR comparisons improved by 2.3–4.7%. Results for the other instrument pairs showed modest to no improvements, likely due to the lack of precise line-of-sight information for the scattered-light measurements. This indicates that the polar vortex introduces significant uncertainty in the springtime comparisons, and accounting for these effects requires precise knowledge of the measurement light path.

Satellite NO₂ partial columns were compared to four ground-based datasets. OSIRIS partial columns agree with ground-based partial columns to within 19.9%, and the differences show significant seasonal variation, with the largest negative values in the summer. ACE-FTS partial columns show a maximum mean relative difference of 33.2%, that improves to better than 15.3% when excluding the Bruker FTIR comparison. Dynamical coincidence criteria did not improve the comparison results, likely due to the large uncertainties in the NO₂ measurements. Implementing a ± 1° latitude coincidence criterion modestly improved spring and fall comparison results for most instrument pairs, suggesting that while the latitudinal gradient of NO₂ has a significant impact on validation exercises, a 500 km radius for coincidences is adequate for comparisons of NO₂ measurements.

None of the satellite-plus-sonde ozone columns or satellite NO₂ partial columns show a significant drift when compared to the ground-based datasets. While some of the calculated drifts are significant based on the linear regression only, most of these values were found to be related to the changing seasonal distribution of the coincidences, coupled with seasonal effects in the relative difference time series. None of the time series are long enough for confident detection of drifts of the magnitude given by the linear regression.

The results in this study are generally consistent with previous validation results [Fig. 9], with the exceptions as explained in Sections 5.1, 5.3, and 6.2. The lack of drift in any of the comparison time series indicates that OSIRIS, ACE-FTS and ACE-MAESTRO continue to provide reliable measurements of ozone and NO₂ in the Arctic.
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Appendix A. Absolute differences as a function of solar zenith angle

Since seasonal plots of absolute differences might mask SZA-related patterns in the comparison results, Figs. A.10 and A.11 show absolute differences between satellite-plus-sonde ozone columns and the ground-based datasets as a function of SZA, while Fig. A.12 shows the same for satellite NO2 partial columns. The SZA at the location of the ground-based instrument (and at the time of the ground-based measurement) was used in the figures. The mean absolute and relative differences, as well as the RMSD values, are the same as shown in Figs. 3, 5, and 8.

OSIRIS-plus-sonde ozone columns show no SZA-dependent differences when compared to Brewer ozone data (Fig. A.10). Brewer measurements only extend above SZA=76° for a few years, so the distribution of the differences for those angles is not well sampled. Removing Brewer measurements with SZA > 76° does not affect the comparison results. The OSIRIS minus Bruker FTIR differences (Fig. A.11b) are similarly independent of SZA when the sun is high, while for SZA > 80° the differences increase due to atmospheric variability in the spring. The OSIRIS minus PARIS-IR comparisons show the same pattern, with slightly more scatter in the absolute differences.

The satellite-plus-sonde minus ZSL-DOAS ozone differences (Fig. A.11a, c, and e) show no obvious SZA dependence. Most data points cluster around 88.5°, the mean SZA of the ideal twilight ZSL-DOAS measurements. The large scatter in these comparisons reflects the large differences observed in the spring. The ACE instruments show large scatter when compared to the Bruker FTIR and PARIS-IR ozone columns (Fig. A.11d, e), with the largest negative outliers concentrated around SZA ≥ 84°.

Most of the satellite NO2 datasets show no obvious dependence on SZA when compared to the ground-based datasets (Fig. 8). The exception is the OSIRIS minus GBS-vis and GBS-UV, where the differences show large negative values for low SZA, reflecting the seasonal pattern described in Section 6.1.

Fig. A.10. As for Fig. 3b, seasonal absolute differences between OSIRIS-plus-sonde surface-52 km ozone columns and Brewer total columns, as a function of the SZA corresponding to each Brewer measurement.

Fig. A.11. As for Fig. 5, with the SZA of the ground-based measurements on the x-axis instead of day of the year. Note that the SZA limits are different for each subplot.

Fig. A.12. As for Fig. 8, 12–40 km NO₂ satellite partial columns against ground-based partial columns, with the SZA of the ground-based measurements on the x-axis instead of day of the year. Note that the SZA limits are different for each subplot.
Appendix B. Ground-based instrument intercomparisons

Understanding the relationship of the ground-based datasets with each other is important for interpreting the results of the satellite vs. ground-based instrument comparisons. Results for the ground-based ozone and NO2 comparisons are summarised in the following sections. The coincidence criteria and comparison metrics were the same as detailed in Section 4.

B.1. Ozone

Ozone total columns from the GBS, SAOZ, Bruker FTIR, PARIS-IR and Brewer instruments show good correlation (Fig. B.13), with correlation coefficients of 0.83 or greater. The lowest value is found for the PARIS-IR minus Brewer comparison, since the two instruments have limited temporal overlap. The seasonal differences between the ground-based instruments are shown in Fig. B.14. The ZSL-DOAS instruments correlate very well (R=0.97), but the GBS ozone is systematically smaller than SAOZ, with a mean relative difference of −4.3%. The largest absolute differences occur in the spring. Comparing GBS to SAOZ offshore ozone (Section 3.1), the mean relative difference is reduced to −3.2%, due to better agreement in the summer. The mean difference of −4.3% is comparable to Fraser et al. [9] and Adams et al. [8], who found values of −6.9% to −3.7% (2005–2006), and −3.2% (2005–2011), respectively.

Both GBS and SAOZ compare well to Brewer ozone columns, with mean relative differences of −0.9% and −0.2%, respectively, indicating that outside early spring, ZSL-DOAS retrievals are consistent between GBS and SAOZ. These values also agree well with the results of Adams et al. [8], who found mean relative differences of −1.4% and 0.4% for GBS and SAOZ total columns, respectively.

The Bruker FTIR and PARIS-IR measure more ozone than the GBS, SAOZ, and Brewer instruments. The mean relative differences for the Bruker FTIR are 8.0%, 6.0%, and 4.5%, respectively, while the PARIS-IR differences are 9.3%, 3.7%, and 1.5%, respectively. The absolute differences are the largest in the early spring, and the overestimation by Bruker FTIR is present consistently during the entire year. These results for the Bruker FTIR are comparable to the values of 6.9%, 9.2%, and 2.6% from Adams et al. [8]. The Bruker FTIR minus Brewer relative differences agree well with Schneider et al. [71], who also found a 4.5% difference between the datasets at a subtropical site. Schneider et al. [71] attributed the differences to discrepancies in the UV and infrared spectroscopic parameters. The Bruker FTIR total columns show good agreement with PARIS-IR data, with a mean difference of −1.8%. This is consistent with Batchelor et al. [10] who found −1.2%, and Griffin et al. [12] who found −0.3%.

B.2. NO2

The GBS-vis, GBS-UV, SAOZ, and Bruker FTIR NO2 data show correlation coefficients of 0.92 or greater, as shown in Fig. B.15. The seasonal differences between the partial columns (12–60 km for the DOAS instruments and 12–40 km for the Bruker FTIR) are
Fig. B.14. As for Fig. 5, ozone total columns from the ground-based instruments.

Fig. B.15. As for Fig. 4, 12–60 km NO₂ partial columns (12–40 km for the Bruker FTIR) from the ground-based instruments.
shown in Fig. B.16. The GBS-UV NO2 is on average 3.6% lower than the GBS-vis product. This agreement is reasonable, given the shorter pathlengths corresponding to UV measurements. The GBS-vis and GBS-UV measurements are both smaller than SAOZ, with mean relative differences of −9.2% and −15.8%, respectively. The absolute differences are largest in the spring for both instrument pairs. The differences between SAOZ and the GBS datasets improve when the SAOZ_{all-year} data are considered. GBS-vis minus SAOZ_{all-year} relative differences change sign in the summer, leading to a large improvement in the mean, to −1.1%. GBS-UV partial columns are consistently smaller than SAOZ_{all-year}, with a mean relative difference of −11.6%. The results for the GBS-vis minus SAOZ comparisons are comparable to Fraser et al. [9], who found values of −2.2% to −12.2% for 2005–2006, using 22–40 km partial columns and identical software for the GBS-vis and SAOZ retrievals. Adams et al. [8] found mean differences of 3.8% and −6.4% for GBS-vis and GBS-UV compared to SAOZ using 17–40 km partial columns. The large difference compared to the results of this study is likely due to the changes in the SAOZ NO2 dataset (see Section 3.1).

The Bruker FTIR NO2 partial columns are smaller than all the ZSL-DOAS datasets, with mean relative differences of −18.3%, −16.5%, and −30.7% with respect to GBS-vis, GBS-UV, and SAOZ. The absolute differences peak in the summer, when NO2 concentrations are at a maximum. The relative differences don’t show any obvious seasonal variation. The smaller Bruker FTIR partial columns are consistent with the results of Adams et al. [8], who found mean relative differences of −16.3%, −19.2%, and −12.0% for GBS-vis, GBS-UV, and SAOZ, using a different version of the Bruker FTIR NO2 retrievals. Part of the reason for the smaller Bruker FTIR measurements is the choice of partial column altitude range. When the upper limit of the partial columns is extended to 60 km to match the ZSL-DOAS retrievals, the mean relative differences improve to −10.6%, −8.5%, and −20.7% for GBS-vis, GBS-UV, and SAOZ. The 12–40 km Bruker FTIR partial columns were used for the ground-based comparisons in order to keep the results consistent with the satellite comparisons.

**Supplementary material**

Supplementary material associated with this article can be found, in the online version, at doi: [10.1016/j.jqsrt.2019.07.014].

**References**


