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Abstract We have used the Whole Atmosphere Community Climate Model (WACCM) to calculate the
distribution of CO2 and CO in the mesosphere and lower thermosphere (MLT), and we have compared the
results with observations, mainly from the Atmospheric Chemistry Experiment Fourier Transform Spectrometer
and Michelson Interferometer for Passive Atmospheric Sounding satellite-borne instruments. We find that
WACCM can reproduce the observed distribution of CO2 in the MLT and the rapid falloff of CO2 above about
80 km. Analysis of the principal terms in the calculated budget of CO2 shows that its global-mean vertical profile is
determinedmainly by the competition betweenmolecular diffusive separation and eddymixing by gravity waves.
The model underestimates somewhat the mixing ratio of CO2 in the thermosphere compared to that in the
observations, but we show that the discrepancy may be eliminated by a reasonable adjustment of the Prandtl
number used to calculate the diffusivity due to gravity waves. Simulated CO is also consistent with observations,
except that in the standard version of the model, its mixing ratio is uniformly lower than observed above about
100 km. We conclude that WACCM likely underestimates the rate of production of CO in the lower thermosphere
from photolysis of CO2 at wavelengths < 121nm, and we show that this stems from the use of a very large
absorption cross section for O2 in the wavelength range 105–121nm. When a smaller cross section is used,
photolysis of CO2 increases by a factor of 2–3 at ~95–115km and, as a result, COmixing ratios become larger and
agreemuchmore closely with observations. We emphasize that the increase in CO2 photolysis implies only minor
changes in the vertical profile of CO2 because photolytic loss is a minor term in the budget of CO2 in the MLT.

1. Introduction

Carbon dioxide, CO2, is a minor constituent of the atmosphere that is well mixed from the troposphere to the
upper mesosphere. Above about 80 km, its mixing ratio begins to decrease due to diffusive separation (CO2 is
heavier than themeanmolecular weight of air) and photodissociation [Chabrillat et al., 2002]. Infrared emission by
CO2 is the major cooling mechanism of the mesosphere and lower thermosphere [see, e.g., López-Puertas and
Taylor, 2001;Mlynczak et al., 2008], and observations of CO2 emissions in various bands are widely used for remote
sounding of the temperature and composition of the atmosphere. However, CO2 measurements in the
mesosphere and lower thermosphere (MLT) are scarce, and no global observations have beenmade until recently.
López-Puertas et al. [2000] have reviewed the CO2 measurements taken before 2000.

Several recently developed instruments offer the possibility of measuring CO2 on a near-global basis. For
example, the Michelson Interferometer for Passive Atmospheric Sounding (MIPAS) [Fischer et al., 2008] is
capable of retrieving CO2 from 10μm and 4.3μm emissions in the middle atmosphere, although
observations have been made only for relatively short periods in the last few years. The SABER (Sounding of
the Atmosphere by Broadband Emission Radiometry) instrument on NASA’s TIMED (Thermosphere-
Ionosphere-Mesosphere Radiation and Dynamics) satellite can retrieve CO2 over a broad range of altitude in
sunlit conditions, but thus far, only preliminary CO2 distributions have been derived from SABER [Mertens
et al., 2009]. Measurements of CO2 have also been made recently by the Fourier Transform Spectrometer on
the Canadian Atmospheric Chemistry Experiment satellite (ACE), and these observations are now available
over a period of several years [Beagley et al., 2010].

The observations of CO2 in the middle atmosphere summarized by López-Puertas et al. [2000] show a rapid
falloff above about 80 km, which could not be reproduced well by the one- and two-dimensional models
reviewed by these authors. López-Puertas et al. performed a model sensitivity study in a globally averaged,
one-dimensional model to show that eddy diffusion plays a key role in producing the observed falloff of CO2,
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such that agreement in observed and calculated vertical profiles of CO2 could be obtained only if the eddy
diffusion coefficient used in the model was sufficiently small (in the range of about 10m2 s�1 in the upper
mesosphere to 100m2 s�1 in the lower thermosphere). Chabrillat et al. [2002] demonstrated the importance
of including molecular diffusive separation, which opposes the effect of vertical mixing by eddy diffusion, in
the calculation of the distribution of CO2 in the MLT.

The recent availability of measurements from the ACE and MIPAS instruments mentioned above has confirmed
the rapid falloff of CO2 near 80 km and raised the question whether currently available three-dimensional (3-D)
models of the atmosphere with coupled chemistry are capable of simulating the observed behavior of CO2.
Beagley et al. [2010] compared ACE measurements of CO2 and CO with 3-D simulations made with the Canadian
Middle Atmosphere Model (CMAM) and concluded that CMAM could not reproduce the observed falloff of CO2

with altitude using standard photochemical loss mechanisms, even though CMAMpresumably includes the other
physical processes that are believed to be important in theMLT, eddy andmolecular diffusion. Furthermore, when
they artificially increased the rate of CO2 photolysis to produce a vertical profile of CO2 in agreement with
observations, they found that the calculated abundance of carbonmonoxide, CO, wasmuch larger than observed.
Beagley et al. therefore speculated that sequestration of CO2 on meteoritic dust might be required to explain the
observed vertical profile of CO2, as such a process would reduce the abundance of CO2 without increasing CO.

In this study, we compare recent measurements of CO2 by ACE, CO by ACE and MIPAS, and various other
observations of these two species with simulationsmadewith theWhole Atmosphere Community ClimateModel.
Additional loss mechanisms for CO2 (photolysis at extreme ultraviolet wavelengths and reaction with O+) have
been identified and included in the simulations. We demonstrate that these additions improve the calculation of
COwithout, however, materially affecting the vertical profile of CO2. We conclude by discussing the strengths and
the deficiencies of the model and show that the latter can be remedied by adjustment of the parameters that
control the calculation of eddy diffusion and of the photolysis rate of CO2 at wavelengths < 121nm.

2. The Numerical Model

The Whole Atmosphere Community Climate Model (WACCM) is a comprehensive chemistry-climate model
that covers the altitude range 0–140 km. An earlier version of the model was described in detail by Garcia
et al. [2007]. The current version of WACCM (version 4) is similar to that described by Garcia et al., except that
model chemistry has been updated to be consistent with Jet Propulsion Laboratory 2010 recommendations
[Sander et al., 2011]; additional loss mechanisms for CO2 have been included, as discussed below, and the
gravity wave parameterization has been updated, such that the time and spatial dependence of the source
spectra are now dependent on model-calculated fields (convective heat release in the tropics and diagnosis
of frontal zones in extratropical latitudes; see Richter et al. [2010]). Other significant changes include the
generation of a quasi-biennial oscillation by relaxation of stratospheric tropical winds to observations
[Matthes et al., 2004] and the parameterization of heating by stratospheric volcanic aerosols. However, these
changes are not particularly important for modeling CO and CO2 above the mesopause. A detailed
description of the current version of WACCM is given by Marsh et al. [2013].

Version 4 of WACCM also provides the option of constraining the winds and temperature everywhere below
~1 hPa using reanalysis data. The model is free running above this altitude, but as discussed by Liu et al.
[2009], the dynamics of themesosphere and lower thermosphere are strongly constrained by the behavior of
the lower atmosphere. This “specified dynamics” version of the model, denominated SD-WACCM, is used
in the present work because it provides the ability to compare more closely the model results with
observations made by ACE and MIPAS. In particular, we compare results for years near solar minimum,
2007–2009, with ACE and MIPAS observations available for that period, as detailed in section 3. In these
simulations, SD-WACCM is constrained with output from NASA’s Modern-Era Retrospective Analysis (MERRA)
[Rienecker et al., 2011] using the procedure discussed in detail by Kunz et al. [2011].

The model uses zero-flux conditions for both CO and CO2 at the upper boundary. Previous versions of
WACCM employed specified mixing ratios, taken from the National Center for Atmospheric Research’s
(NCAR’s) thermosphere-ionosphere-mesosphere-electrodynamics general circulation model (TIME-GCM)
model [Roble and Ridley, 1994], which is inconvenient as it requires repeating TIME-GCM calculations as
CO2 changes due to anthropogenic emissions or as CO and CO2 change due to solar variability. We have
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ascertained by comparison of WACCM
simulations with either zero flux or specified
concentration at the upper boundary that the
solution for CO and CO2 is not affected by the
choice of boundary condition below about
10�4 hPa, the highest altitude considered in
this study.

In addition to photolysis of CO2 at ultraviolet
wavelengths, 121–200nm, for which we use
the cross sections documented by Thompson
et al. [1963] and solar fluxes from the Naval
Research Laboratory Solar Spectral Irradiance
model [Lean et al., 2005], we have included in
our calculations two loss mechanisms for CO2

that were not present in earlier versions of
WACCM. The first is photolysis of CO2 in the
extreme ultraviolet (EUV),

CO2 þ hν→ COþ O λ < 121 nmð Þ; (1)

where the EUV flux is parameterized as a function of the 10.7 cm radio flux by the method of Solomon and
Qian [2005], and the absorption cross section of CO2 is taken from Huestis and Berkowitz [2010]. The second
loss mechanism is the reaction of CO2 with the atomic oxygen ion,

CO2 þ Oþ→ COþ O2
þ k ¼ 9� 10�10 cm3 s�1

� �
; (2)

where the reaction rate coefficient, k, is taken from Lindinger et al. [1974]. Figure 1 compares the loss rates of
CO2 due to EUV absorption, JEUV (1), and reaction with O+ (2) with the loss due to photolysis at ultraviolet (UV)
wavelengths longward of 121 nm, JUV. Below 10�3 hPa (~ 100 km), the loss rates from (1) and (2) are
negligible compared to JUV, but the reverse is true at higher altitudes. Nevertheless, a calculation where CO2

loss via (1) and (2) is not included (not shown) indicates that these losses reduce the global-meanmixing ratio
of CO2 by less than 10% above 100 km. This occurs because the global-mean vertical profile of CO2 inWACCM
is determined principally by the competition between eddy diffusion due to dissipating gravity waves and
diffusive separation of CO2 and not by photolytic or chemical loss [cf. Chabrillat et al., 2002]. This point is
illustrated and discussed in detail in section 5.

We note that in our calculations (1) is assumed to produce CO at all wavelengths; however, absorption by CO2

of radiation shortward of ~ 90 nm (the ionization threshold) leads to various ionized products rather than to
dissociation into CO and O. This overestimates the rate of production of CO from JEUV shortward of 90 nm, but
the error is insignificant, for two reasons: First, over 60% of the ionized CO2 eventually produces CO, as may
be deduced from the reaction rates listed in Nagy et al. [1980, Table 1] and the ratio of CO2

+ to CO+ ion
production given by Fox and Dalgarno [1979], and, second, radiation shortward of 90 nm dominates the
production rate of CO from JEUV only near 0.01 hPa (80–90 km), but at those altitudes JEUV is negligible
compared to JUV. At altitudes above 100 km, where JEUV becomes faster than JUV, JEUV (< 90 nm) is small
compared to the total JEUV. These points are illustrated by the dashed curve in Figure 1, which also shows JEUV
(<90 nm) in comparison to the other CO2 loss processes.

Molecular and eddy diffusion are of central importance for calculating the abundance of CO2 in the
mesosphere and lower thermosphere. The treatment of molecular diffusion in WACCM follows the “minor
constituent” formulation [Banks and Kockarts, 1973, chapter 15]. In brief, the contribution of molecular
diffusion to the time rate of change of a minor species is given by [Smith et al., 2011]:

∂χi
∂t

¼ 1
ρ
∂
∂z

ρDi
∂χi
∂z

� χi
H

1� H
Hi

� �� �� 	
; (3)

where χi is themixing ratio of species i;Di is themolecular diffusion coefficient; Hi= kBT/(mig); kB is Boltzmann’s
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Figure 1. Global-mean profiles of the CO2 loss rate (s�1) due to
different processes, for equinox conditions. Loss by reaction
with the atomic oxygen ion is denoted by k O+ n. Loss due to UV
and EUV radiation is denoted by JUV and JEUV, respectively. JEUV
(<90 nm) is the partial loss rate due to EUV radiation in the
wavelength range 0–90 nm. See text for details.

Journal of Geophysical Research: Atmospheres 10.1002/2013JD021208

GARCIA ET AL. ©2014. American Geophysical Union. All Rights Reserved. 5702



constant; T is the atmospheric
temperature;mi is the molecular weight of
species i; g is the acceleration of gravity;
H= kBT/(mag) is the atmospheric scale
height;ma is themeanmolecular weight of
air; and ρ is the atmospheric density.
Equation (3) may be rewritten as

∂χi
∂t

¼ 1
ρ
∂
∂z

ρDi
∂χi
∂z

� �
� 1

ρ
∂ ρwiχið Þ

∂z
; (4)

where

wi ¼ Di

H
1� H

Hi

� �
(5)

is the “diffusive separation” velocity. The
form (4) highlights the downgradient
diffusion and differential advection aspects
of molecular diffusion. The velocitywi gives
rise to diffusive separation because its

value depends on the molecular weight of the minor species in question; wi is negative for species heavier than
the mean weight of air (Hi<H), such as CO2, and positive for lighter species.

The calculation of eddy diffusion due to breaking gravity waves has changed with respect to earlier versions
of WACCM, as noted above. Thus, it is important to document its behavior in the new model because, as
shown by López-Puertas et al. [2000], too fast a rate of eddy diffusion can prevent realistic modeling of the
vertical profile of CO2 by counteracting the effect of molecular diffusive separation. Figure 2 shows the
global-mean profile of the vertical eddy diffusion coefficient, Kzz, computed with the updated gravity wave
parameterization in WACCM. This profile is compared with two other profiles discussed by López-Puertas
et al., the “standard” Kzz used by Roble [2000] and the standard Kzz reduced by a factor of 5. Calculations using
Roble et al.’s standard Kzz were not in good agreement with the CO2 observations reviewed by López-
Puertas et al. On the other hand, when the standard Kzz was reduced by a factor of 5, the calculations of CO2

were in better agreement with observations. As shown in Figure 2, the values of Kzz calculated by WACCM
are within a factor of 2 of the reduced Kzz profile considered by López-Puertas et al. in the critical altitude
range 80–110 km, and somewhat smaller above 110 km.

It should also be borne in mind that the effective value of Kzz calculated with WACCM depends, among other
things, on the value assumed for the Prandtl number, Pr, which describes the ratio of the eddymomentum flux to
the eddy flux of chemical species [see Garcia et al., 2007]. The standard value used in the model is Pr=4; we show
below that the simulated vertical profile of CO2 is sensitive to Pr and that comparisonwith observations suggests a
lower value than adopted in the standard version of the model might be more appropriate.

3. Observations of CO2 and CO
3.1. ACE CO2 and CO

We use CO2 and CO measurements taken by the Atmospheric Chemistry Experiment Fourier Transform
Spectrometer (ACE-FTS) on SCISAT-1. These are solar occultation measurements, which, in contrast to
observations derived from IR emissions, are not affected by non-local thermodynamic equilibrium (non-LTE)
processes, particularly since only fundamental bands were used for the retrievals of CO2 (above 65 km) and of
CO [Beagley et al., 2010; Clerbaux et al., 2008]. The retrieval of CO2 from ACE absorption spectra is described by
Boone et al. [2005], and some additional details are given by Beagley et al. [2010]. CO2 volumemixing ratio (vmr)
in ACE is retrieved in the altitude range of 50 to 120 km. The vertical resolution is on average 3–4 km but varies
from 2 to 6 km depending on the month, alternating from best to worst every other month, and being best
during the months of February and April analyzed here. The random errors are altitude dependent and vary
between about 2.5 and 5%. The total systematic errors run from 2% at the low altitudes (50–70km) to about 5%
at 90 km and increase at higher altitudes to 9% at 100 km and 16% at 118.5 km [Beagley et al., 2010].

Figure 2. Vertical diffusion coefficient profiles calculated with WACCM
(solid line) compared to the “standard” profile from TIME-GCM [Roble,
2000] (dashed line) and the same standard profile reduced by a factor of
5 (dash-dotted line). See text for details.
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CO vmr is retrieved from ACE absorption spectra in the range from 8 km to about 100 km. The retrieval
method and an early validation of the (version 2.2) observations are described by Clerbaux et al. [2008]. As for
CO2, the retrieval is performed using occultation measurements from fundamental bands, (1–0) and (2–0),
and hence are not affected by non-LTE processes. The vertical resolution in the altitude range studied here
(above about 1 hPa) is about 4 km, but it can be as coarse as 6 km in the upper mesosphere. The noise errors
of the ACE-FTS CO measurements are < 5% from the upper troposphere to 40 km and < 10% at higher
altitudes. The derived systematic errors from the validation study are < 15% in the upper troposphere
(8–12 km), < 30% in the lower stratosphere (12–30 km), and < 25% from 30 to 100 km.

For both CO2 and CO, we used ACE data version 3.0. We discarded profiles known to have problems, as listed
in https://databace.scisat.ca/validation/data_issues.php. Even after these data were eliminated, we found
profiles with unphysical shapes, as well as some oscillating profiles, which were also discarded. A final filtering
was carried out by removing profiles that differ from the annual mean by more than 5 standard deviations in
any given year. In this study, we use the ACE (and MIPAS; see below) data for the months of February and April
of 2007, 2008, and 2009. These 3 years are near the minimum in solar activity at the end of solar cycle 23 and
the beginning of solar cycle 24; this obviates potential complications in interpretation due to changes in the rate
of production of CO with changing solar activity, which can be large in the upper mesosphere and lower
thermosphere [see, e.g., Emmert et al., 2012; Lee et al., 2013]. Both sunrise and sunset occultation observations
were used. One disadvantage of occultation observations is that they have sparser temporal sampling and
limited latitudinal coverage compared to emission measurements. To compensate for these problems, our
comparisons with model results are based on monthly mean observations, which provide both a greater number
of samples and more complete latitude coverage. The latitudes covered by ACE in 2007–2009 are 30°S to 80°N in
February and 70°S to 80°S and 50°S to 45°N in April.

3.2. MIPAS CO

In addition to the ACE CO measurements, we also consider the global CO observations taken by the
Michelson Interferometer for Passive Atmospheric Sounding (MIPAS). This was a limb emission Fourier
transform spectrometer operating in the midinfrared spectral region [Fischer et al., 2008] onboard the
Environmental Satellite (Envisat), which was launched in a Sun-synchronous polar orbit in March 2002 and
operated continuously until 8 April 2012. For the period studied here, 2007–2009, MIPAS operated at the
“optimized spectral resolution” (0.0625 cm�1) [Fischer et al., 2008]. Most MIPAS measurements were taken in
the standard observation, or “nominal,” mode; however, this mode does not cover altitudes above about
70 km. Therefore, the measurements used here are those taken using the “middle atmosphere” mode (MA),
which covers the altitude range 20–102 km with a vertical resolution of 3 km but with coarser resolution
above that altitude. MIPAS was operated in this mode regularly but only on 1 day every 10 days. Hence, there
are approximately 3 days of measurements per month for the period 2007–2009. We note that MIPAS MA
measurements have a nominal uppermost tangent height of 102 km, while we use the retrieved CO up to
10�4 hPa (~ 115 km). The MIPAS MA observations of CO above 100 km have rather coarse vertical resolution,
~ 14 km, but similar accuracy as the observations below 100 km.

Vertical profiles of CO have been retrieved from the MIPAS spectra in the 4.7μm region using a non-LTE
retrieval scheme described in detail by Funke et al. [2009]. The vertical resolution of the retrieved CO profiles is
4–7 km below 60 km at night and below 95 km during daytime and larger than 7 km (up to 14 km) above
those altitudes. The single-measurement precision (noise error) is 40–80% below 60 km and 30–60% above,
depending mainly on latitude, with smaller values for polar winter conditions. The estimated systematic error
ranges between 8 and 15% [Funke et al., 2009]. MIPAS nominal and MA CO data have been cross-validated
with ACE-FTS observations [Clerbaux et al., 2008; Hoffmann et al., 2011]. Differences between the two
instruments are typically within ±25%. MIPAS also agrees very well (within 10%) with ground-based
microwave observations [Forkman et al., 2012].

3.3. Other Measurements

In addition to ACE and MIPAS, we also consider measurements of CO2 and CO made by several other
instruments: the Atmospheric Trace Molecule Spectroscopy experiment (ATMOS), the Improved
Stratospheric and Mesospheric Sounder (ISAMS), and the Cryogenic Infrared Spectrometers and Telescopes for
the Atmosphere instrument (CRISTA). Although these instruments did not provide extensive spatial and
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temporal coverage, their observations of CO2 and CO are important for confirming the general features
of the vertical distribution of these gases. ATMOS flew on the Spacelab 3 shuttle mission and made
occultation measurements of CO2 and CO between 29 April and 6 May 1985. Six profiles were taken:
four in the Northern Hemisphere between 26°N and 31°N and two in the Southern Hemisphere at 48.6°S
and 46.4°S. More details on these measurements and their errors can be found in López-Puertas et al.
[2000] and in Rinsland et al. [1992].

ISAMS flew onboard NASA’s Upper Atmosphere Research Satellite and measured CO2 globally from September
1991 throughMay 1992. These CO2measurements were retrieved from the daytime limb emission near 4.6μm,
which is produced by the non-LTE emission of CO2. Note that, although the ISAMS profile discussed in

Figure 3. CO2 mixing ratio (ppmv) calculated with WACCM (top row) and observed by ACE (middle row), and their percentage difference (bottom row), in February
(left column) and April (right column). Model results and observations are averaged over 2007–2009.
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section 4 is a global mean, it can be
considered as characteristic of midlatitudes
because CO2 was not retrieved at latitudes in
polar night. More details on the ISAMS CO2

measurements and their errors can be found
in Zaragoza et al. [2000]. ISAMS also
retrieved CO from infrared emissions using a
non-LTE model. The ISAMS CO data
discussed below correspond to the mean of
the profiles taken in two 10° latitude bands
centered at 30°N and 40°S on 1 April 1992.
Note that, for this month, the latitudinal
variation measured by ISAMS was very small
[cf. López-Puertas et al., 2000, Figure 5b].
Additional details on the ISAMS data set are
given by López-Valverde et al. [1996] and
López-Puertas et al. [2000].

CRISTA flew onboard space shuttle mission
STS-66 on 3–14 November 1994. CO2 profiles
are obtained from CRISTA measurements using
the same non-LTE retrieval technique as used
by ISAMS. That is, they are derived from the
measured CO2 4.3 μm non-LTE emission
observed during illuminated conditions
[Kaufmann et al., 2002]. The CRISTA-1 CO2

profile discussed below corresponds to the
global mean observed by CRISTA in November
1994 [see Kaufmann et al., 2002, Figures 3 and
14]. A global mean profile measured by
CRISTA-2, on August 1997 (not shown), is very
similar to that observed by CRISTA-1
[Kaufmann et al., 2002]. Since the data were all
measured under illuminated conditions, the
polar winter regions were not observed and
are not included in the global mean profile.

4. Comparison of Modeled CO2 and CO With Observations
4.1. Carbon Dioxide From ACE

Sampling of theMLT by ACE is not continuous because the solar occultation technique limits the time and location
of the measurements. In order to enhance the statistical reliability of the observational results, we compare zonal-
mean distributions of CO2 as functions of latitude and altitude for themonths of February and April, averaged over
3 years near solar minimum, 2007 to 2009. These months are representative of solstice and equinox conditions,
respectively, and they happen to provide the broadest latitude coverage available from ACE. SD-WACCM zonal-
mean CO2 is available as monthly means of the instantaneously computed mixing ratio for all 3 years.

Figure 3 shows CO2 mixing ratio distributions for February and April from ACE and SD-WACCM and the
percentage differences with respect to ACE. There is good overall correspondence between model and
observations in both months, and differences between the two are less than 10% below 10�3 hPa (about
100 km altitude). At higher levels, the differences are somewhat larger, generally between 10 and 20%; the
largest discrepancies are found near 10�4 hPa (~115 km), the highest level where CO2 is reliably observed by
ACE. It is evident from this comparison that SD-WACCM is able to simulate the sharp falloff of CO2 in the lower
thermosphere observed by ACE; if anything, the calculated mixing ratio decreases too rapidly with altitude.
These features can be appreciated more readily in the vertical profiles shown in Figure 4, which are latitude

Figure 4. Vertical profiles of CO2 mixing ratio in SD-WACCM
(solid and dashed lines) and ACE (triangles) averaged over
40°S and 40°N and over 65–85°N and 65–85°S, for (top)
February and (bottom) April. The error bars represent the 1
sigma systematic errors [from Beagley et al., 2010]; the
instrumental errors of the averaged ACE data are negligible
in comparison with the systematic errors. Model results and
observations are also averaged over 3 years, 2007–2009. Two
sets of calculations are shown for SD-WACCM: Pr = 4 (solid)
and Pr = 2 (dashed). See text for details.
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means for the tropics and subtropics (40°S to 40°N) and for high latitudes (65–85°S or 65–85°N, depending on
the ACE coverage available). CO2 profiles simulated by SD-WACCM using the standard value of the Prandtl
number in the gravity wave parameterization, Pr= 4, are denoted by the solid curves in Figure 4 (top and
bottom). CO2 begins to decrease around 0.01 hPa (~80 km) in both model and observations, but the rate of
decrease is slightly faster in the model in certain seasons and latitude ranges. SD-WACCM CO2 profiles mostly
fall within the 1 sigma systematic error estimates of the ACE measurements in April for both latitude ranges
considered, but the calculated CO2 is significantly lower than observed by ACE in February, even at the 2
sigma level, at the highest altitudes.

Differences between SD-WACCM and ACE may be due in part to dynamical variability, particularly at high
latitudes in winter. Even though the model is run with specified dynamics for the same years covered by the
ACE measurements, the latter are not true monthly zonal means, as the occultation measurements are
discontinuous in space and time. In addition, as noted earlier, the model is constrained by observations only
below 1hPa; above that altitude, SD-WACCM is free running, although its behavior is still conditioned by the
state of the atmosphere at lower levels. However, in the 40°S–40°N results, the latitude averaging should
remove advective transport effects due, for instance, to the mesopause semiannual oscillation (SAO). The fact
that calculated CO2 is still lower than observed by ACE in this case implies that the difference betweenmodel
and observations might be due to vertical eddy mixing that is too weak in SD-WACCM.

Vertical eddy diffusion is calculated by themodel’s gravity wave parameterization, as described in Garcia et al.
[2007] and Richter et al. [2010]. The magnitude of Kzz depends on several tunable parameters, such as the
Prandtl number and the frequency with which the parameterized gravity wave spectrum is triggered by
convection and frontogenesis. Adjustment of these parameters over a reasonable range would easily allow
increases by a factor of 2–4 in the magnitude of Kzz. A simple test of the sensitivity of the model results to the
magnitude of Kzz was carried out by reducing the Prandtl number, which increases the diffusion coefficient
because, other things being equal, Kzz is inversely proportional to Pr. The dashed model profiles in Figure 4
show the result of setting Pr= 2. This change brings the model into agreement with observations within the
estimated 1 sigma errors of the latter in almost all cases, although now the profiles for April show mixing
ratios that are on the high side of the observations. This may be taken as evidence that the standard setting,
Pr= 4, results in an underestimation of the value of Kzz; however, we emphasize that a reduction of Pr is not
the only way in which the calculated diffusivity can be increased in the model, only the most straightforward
one to implement. For example, changing the specification of the parameterized gravity wave spectrum that
emanates from the troposphere (by altering the triggering due to convection or frontogenesis; see Richter
et al. [2010]) can also change the magnitude and distribution of wave breaking and, hence, of Kzz.

As noted in section 1, Beagley et al. [2010] compared ACE data with calculations made with the Canadian
Middle Atmosphere Model (CMAM). CMAM, like WACCM, is a “high-top” global model with fully interactive
photochemistry and takes into account both eddy diffusion due to gravity waves and molecular diffusion.
Nevertheless, Beagley et al. were able to match the ACE observations of CO2 only when they artificially
increased its rate of photolysis by a factor of 5, which, however, produced unrealistically large concentrations
of CO. This result led Beagley et al. to conclude that there must exist a loss process for CO2 that does not
produce CO. They hypothesized that CO2 might be sequestered in meteoritic dust via the mechanism
proposed by Plane [2004]. Such a mechanism is clearly not necessary to simulate CO2 successfully with
SD-WACCM, but one might ask whether the model produces distributions of CO that are compatible with
observations. We address this question next.

4.2. Carbon Monoxide From ACE and MIPAS

In the case of CO, data are available from both ACE and MIPAS, such that we can check for consistency
between the two observational data sets, and between each data set and SD-WACCM calculations. As with
CO2, we compare monthly zonal means averaged over 2007–2009 with model results. Figure 5 shows CO
mixing ratio distributions for February and April from ACE and SD-WACCM and the percentage differences
relative to ACE. Note that, in the case of CO, ACE provides measurements up to 10�3 hPa only. As with
CO2, the main features of the observed distribution of CO are captured by the simulation, in particular the
upward and downward tilt of the isolines of CO in the summer and winter hemispheres, respectively, in
February and the flatter distribution in April. Nevertheless, there are some important local differences: In the

Journal of Geophysical Research: Atmospheres 10.1002/2013JD021208

GARCIA ET AL. ©2014. American Geophysical Union. All Rights Reserved. 5707



tropical and subtropical mesosphere, below about 0.01 hPa, SD-WACCM calculates up to twice more CO
than is observed by ACE, whereas in the lower thermosphere the calculated CO is generally lower than
observed by ACE. The large discrepancies below 0.01 hPa occur over a range of altitudes where the mixing
ratio of CO is actually very small (less than 0.1 to a few ppmv), but the spatial coherence of the model-data
differences and the fact that the 1 sigma systematic error of the measurements remains < 25% at these
altitudes indicate that the differences are significant.

The surplus of calculated CO in the mesosphere is present in SD-WACCM results in both February and April; in
February, it is confined to the lower mesosphere, below 0.1 hPa, while in April it extends throughout the
mesosphere, to about 0.01 hPa. The pattern of CO differences between SD-WACCM and ACE has a distinctive
latitudinal and vertical structure, which may be due to the effects of advection by the secondary meridional
circulation associated with the mesospheric semiannual oscillation (SAO) [see, e.g., Garcia et al., 1997].

Figure 5. As in Figure 3 but for CO from SD-WACCM and ACE.
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Comparison of SD-WACCM with MIPAS, Figure 6, reveals a similar pattern of differences between model and
observations as seen with ACE; indeed, ACE and MIPAS measurements are highly consistent with each other,
which suggests that the differences between the model and either set of observations are likely due to
deficiencies in themodel. In particular, CO in SD-WACCM is also higher than observed byMIPAS in the tropical
and subtropical lower mesosphere in February, again by about a factor of 2, and the region of excess CO
extends into the upper mesosphere in April. It is not clear why SD-WACCM produces considerably more CO in
the tropical mesosphere than is observed by MIPAS and ACE; however, investigation of this problem is
beyond the scope of the present study, which centers on the behavior of CO and CO2 in the upper
mesosphere and lower thermosphere.

Turning now to the simulation of CO in the upper mesosphere and lower thermosphere, above ~ 0.01 hPa, we
note that CO calculated with SD-WACCM is lower than observed by ACE by up to 25%. This deficit extends
into the lower mesosphere in northern high latitudes in February. MIPAS observations of CO (Figure 6), which

Figure 6. As in Figure 3 but for CO from SD-WACCM and MIPAS.
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reach 10�4 hPa (~115 km), confirm the model
deficit in CO seen in the comparison against ACE
and show that it increases in the altitude range
10�3 to 10�4 hPa (~100–115 km). Near 10�4 hPa,
CO calculated with SD-WACCM is almost 50%
lower than observed by MIPAS at some locations.
At high latitudes of the Northern Hemisphere, the
model CO deficit against MIPAS also extends into
the lower mesosphere in February, and a region of
low CO with respect to MIPAS persists below
0.1 hPa even in April. These patterns are much
more evident in MIPAS than in ACE observations
due to the continuous high latitude coverage of
the latter, and they appear to be consistent with
transport, by the downwelling circulation of
northern winter, of model CO deficits that
originate in the lower thermosphere.

Figure 7 compares latitude-average profiles of CO
from SD-WACCM, ACE, and MIPAS in the tropics
and subtropics (40°S–40°N), and northern and
southern high latitudes (65–85°N and S). The
model and observational profiles are plotted using
a linear scale for the mixing ratio, as opposed to
the logarithmic scale used in the contour plots
shown in Figures 5 and 6. This is done to
emphasize the behavior in the upper mesosphere
and lower thermosphere, which is the focus of this
study. The profiles of Figure 7 confirm the
consistency of the model-measurement
differences in both observational data sets at

essentially all latitudes and seasons and show that SD-WACCM calculates too little CO in the lower
thermosphere compared to that of observations, especially between 10�3 and 10�4 hPa (about 100–115 km).
Note, by the way, that the simulation with decreased Prandtl number, Pr= 2, which tended to improve the
agreement with observations in the case of CO2, actually degrades the agreement for CO (dashed profiles in
Figure 7), as the stronger vertical diffusion that results from this change increases the downward flux of CO
(and leads to a larger negative flux divergence in the lower thermosphere). The model deficit in CO in the
lower thermosphere is interesting because it demonstrates that the rate of decrease of CO2 with altitude
documented in the previous section does not imply a corresponding rate of increase of CO. It also raises the
question, which we take up in section 5, why the observations show considerably more CO in this region than
the model calculates even though CO2 agrees well with observations.

4.3. Other Observations

The ACE and MIPAS data sets together provide global or near-global observations of CO2 and CO throughout
the mesosphere and lower thermosphere over several years. Observations of these gases are also available
from three additional satellite instruments: ATMOS, CRISTA, and ISAMS, described in section 3.3. Although
these observations are more restricted in their spatial and temporal coverage, it is still of interest to
determine whether the differences found in the comparisons between SD-WACCM and the ACE and MIPAS
data sets are also present in comparisons against other data.

Figure 8a shows vertical profiles of CO2 simulated with SD-WACCM against ATMOS, CRISTA, and ISAMS
observations. Data from ACE are also included to illustrate the consistency between this data set and the
other observations. The profiles are shown as functions of geometric altitude, which is the native vertical
coordinate system of the ATMOS, CRISTA, ISAMS, and ACE measurements. SD-WACCM results, which are
registered in pressure, are converted to geometric height coordinates using the height versus pressure

Figure 7. As in Figure 4 but for CO from SD-WACCM, ACE, and
MIPAS. ACE and MIPAS data are denoted by triangles and filled
circles, respectively. One sigma systematic errors are shown for
both ACE and MIPAS.
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relationship from ACE [Beagley et al., 2010]. The data
are shown normalized with respect to the mixing
ratio of CO2 at 60 km to account for the
anthropogenic increase of CO2 in the well-mixed
atmosphere over the time span of the
measurements. The comparison indicates that with
the exception of CRISTA, the calculated CO2 profiles
are on the low side of the observations, although
mostly within their 1 sigma error bars. CRISTA, on
the other hand, observes significantly lower values
of CO2 than the model results (and the rest of the
observations). Disregarding the CRISTA
measurements, it may be concluded that the
vertical profile of CO2 at tropical and middle
latitudes is consistently observed by all instruments
and that WACCM is able to simulate this profile,
albeit with somewhat smaller mixing ratio overall.
As noted above, this may be taken to imply that the
vertical diffusion coefficient calculated by the
gravity wave parameterization underestimates
somewhat the rate of mixing in the
real atmosphere.

Figure 8b compares profiles of CO calculated with
SD-WACCM against observations by ATMOS, ISAMS,
MIPAS, and ACE. The CO observations are mostly
mutually consistent in the lower thermosphere, and
they all indicate higher mixing ratios than modeled
with WACCM. The deficit of modeled CO in the
thermosphere, which increases with altitude,
remains the most important discrepancy in the
WACCM simulations of CO and CO2. We address this
question in the following section.

5. Discussion and Conclusions

SD-WACCM results are generally in good agreement
with the global, multiyear ACE CO2 observations, as

well as with occasional measurements made by ATMOS and ISAMS. However, the standard version of the
model tends to underestimate slightly the mixing ratio of CO2 compared to the ensemble of these
observations at levels above 10�3 hPa, as shown, for example, in Figure 4. The sensitivity of the calculated
profile to the vertical diffusion coefficient, Kzz, was evaluated above by halving the Prandtl number used in
the calculation of Kzz, which has the effect of roughly doubling the value of the diffusion coefficient. Such a
change improves the agreement between calculations and observations in most locations and seasons and
suggests (but does not conclusively prove—see below) that the standard setting used for the Prandtl
number, Pr= 4, might lead to an underestimate of Kzz.

In any case, it is clear that, contrary to the conclusions of Beagley et al. [2010], there is no need in the present
calculations to invoke any additional loss mechanism to explain the rapid decrease of CO2 with altitude in the
lower thermosphere. Furthermore, low values of CO2 in the thermosphere do not lead to unrealistically large
abundances of CO because, in SD-WACCM, the mean CO2 profile below 10�4 hPa (~ 115 km) is determined
principally by the balance between diffusive separation and eddy diffusion, with photolysis playing a
minor role. This can be illustrated explicitly by comparing the characteristic global lifetimes of CO2 against
photolysis, eddy diffusion, downgradient molecular diffusion, and diffusive separation, which are the
principal terms in the globally averaged budget of CO2 in SD-WACCM. These lifetimes are estimated by

WACCM vs. measurements: April, Mid-latitude
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dividing the globally averaged abundance of CO2

by the globally averaged tendency due to each
process as functions of altitude. Thus, the
diffusive separation lifetime is defined as

τd zð Þ ¼ CO2 zð Þh i
�wd

∂CO2 zð Þ
∂z

D E ; (6)

wherewd is the diffusive separation velocity (5) and
the brackets denote global averaging. Similarly,
the lifetime due to eddy diffusion is calculated as

τeddy zð Þ ¼ CO2 zð Þh i
1
ρ
∂
∂z ρKzz

∂CO2 zð Þ
∂z


�D E ; (7)

and so on for the other transport and loss
processes. The sign of the different lifetimes may
be positive or negative, depending on whether
the process in question tends to reduce or
increase the abundance of CO2.

Figure 9 shows these lifetimes in the pressure
range 10�3 to 10�4 hPa (~ 100–115 km); it can be
seen that the fastest processes by far are diffusive
separation, denoted by τd, which tends to reduce
CO2, and eddy diffusion, τeddy, which tends to
increase it. Downgradient molecular diffusion

and photolytic loss are much slower throughout most of the range shown, although downgradient molecular
diffusion becomes more important near 10�4 hPa. Because the equilibrium CO2 profile in the range 10�3 to
10�4 hPa is determined mainly by the competition between diffusive separation and eddy diffusion, and not
by photolytic or chemical loss, the rapid falloff of CO2 with altitude in this region does not imply a

correspondingly large increase in CO.

In fact, SD-WACCM underestimates the
mixing ratio of CO in the lower thermosphere
with respect to all available observations
(cf. Figures 7 and 8b), and this constitutes the
most important deficiency of our standard
simulation in the MLT. Insight into the cause
of the problem may be gained by examining
the seasonal cycle of CO in the model against
MIPAS observations, which cover the period
2007–2009 continuously, from the
stratopause to the lower thermosphere.
Comparison of the observed and calculated
seasonal variation of CO (not shown)
indicates that the model reproduces well
the seasonal cycle except in the lower
mesosphere (~0.1 hPa and below), where CO
is overestimated, as discussed above in
connection with Figures 5 and 6. However,
the calculated CO mixing ratio in the lower
thermosphere, above 10�3 hPa, is uniformly
lower than observed throughout the year in
all latitude ranges considered. This suggests a
deficit in the calculated production of CO at
those altitudes.

Figure 9. Global-mean lifetimes of CO2 with respect to various
transport and loss processes averaged over the period 2007–2009:
diffusive separation, τd; molecular diffusion, τm; eddy diffusion,
τeddy; and photolysis, τphoto. The sign denoteswhether the various
processes act to reduce or increase CO2. See text for details.

Figure 10. Experimental determinations of the absorption cross
section of O2 in the 105–121nm wavelength range. The solid
horizontal lines denote the mean value over the wavelength
interval of each set of measurements. The value used in the
standard version of WACCM is comparable to the average of the
results ofWeissler and Lee [1952], which in turn is nearly 10 times
larger than the other measurements shown. See text for details.
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The production rate of CO above 10�3 hPa
could be underestimated in SD-WACCM for a
number of reasons, of which themost plausible
are uncertainties in the rate of reaction, k, of
CO2with O

+, and inaccuracies in the calculation
of CO2 photolysis at EUV wavelengths
< 121nm, JEUV. These sources of CO were
identified and included in SD-WACCM during
the present investigation, as discussed in
section 2. As regards k, Fox and Sung [2001]
quote a value of 1.1 × 10�9 cm3 s�1 for
temperatures < 800 K. Values between
9 × 10�10 and 1.2 × 10�9 cm3 s�1 are quoted
by Hunton et al. [1991], with a “currently
accepted” value of 9.4 × 10�10 cm3 s�1.
The standard version of WACCM uses
k=9×10�10 cm3 s�1, which is at the low end
of this range. A calculation (not shown) where
the rate of reaction of CO2 with O+ was set to
1.2×10�9 cm3 s�1 yielded an increase of about
15% (5 ppmv) in the mixing ratio of CO near
10�4 hPa, which is not nearly enough to make
up the 10–20 ppmv deficit in calculated CO
with respect to observations seen in Figures 7
and 8b. This is not surprising, because the
reaction CO2+O

+ is the dominant source of CO
only above ~120 km.

On the other hand, photolysis at EUV
wavelengths is important in the altitude
range 100–120 km (see Figure 1), where
SD-WACCM underestimates CO relative to
observations. Calculation of JEUV could be

inaccurate because both the solar irradiance and the cross section of CO2 are highly structured functions of
wavelength between 90 and 121 nm; indeed, both can vary by an order of magnitude over a range of 1 nm, or
even smaller. SD-WACCM uses coarse bins for EUV radiance and CO2 cross section at wavelengths< 121 nm,
and the size of these bins ranges from a few nanometers to as much as 16 nm. To investigate the impact of
spectral resolution on the production rate of CO, we used the photolysis model developed at the Instituto de
Astrofísica de Andalucía (IAA) [González-Galindo et al., 2005] to compute CO2 photolysis at low and high
spectral resolution in the range 90–121 nm. The low-resolution calculations used the same wavelength bins
as SD-WACCM, while the high-resolution calculations were made using 0.1 nm intervals. The results (not
shown) confirm that, at altitudes below 100 km, the use of coarse spectral intervals does result in a large
underestimate of the photolysis rate at 90–121 nm. Nevertheless, this has an insignificant effect on the
production rate of CO because, at those altitudes, production is dominated by photolysis of CO2 at longer
(UV) wavelengths (Figure 1).

However, further comparison of SD-WACCM and the IAA model revealed that the standard version of
SD-WACCM uses a very large cross section for molecular oxygen, O2, in the wavelength bin 105–121 nm,

σO2 = 5.8 × 10�18 cm�2. This value is comparable to the average of the measurements of Weissler and Lee
[1952] but much larger than the results of two other experimental determinations, by Ogawa and Ogawa
[1975] andWatanabe and Marmo [1956], which indicate values about 10 times smaller, as shown in Figure 10.
Therefore, we tested the sensitivity of the photolysis rate of CO2 to a tenfold reduction of the O2 cross section
used by SD-WACCM in the 105–121 nm bin. We found substantial increases in the total rate of photolysis
between about 95 and 115 km (10�3 to 10�4 hPa), peaking near 105 km, as illustrated in Figure 11. This is

CO2 photolysis rate, sza = 45°

120

110

100

90

80

70

10-5

10-4

10-3

10-2

10-9 10-8 10-7

J (sec-1)

Ratio

1.0 1.5 2.0 2.5 3.0

10-5

10-4

10-3

10-2

120

110

100

90

80

70

A
pp

ro
xi

m
at

e 
al

tit
ud

e 
(k

m
) 

P
re

ss
ur

e 
(h

P
a)

 

standard O2

/ 10

(a)

(b)

Figure 11. (a) Comparison of the total photolysis rate of carbon
dioxide calculated with the standard version of WACCM, which
uses a large absorption cross section for O2 in the wavelength
interval 105–121nm, σ=5.8 × 10�18 cm�2, and the photolysis rate
calculated when σ is reduced by a factor of 10. (b) Ratio of the
photolysis rates for the runs with reduced versus standard σ. See
text for details.
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precisely the range of altitude where SD-WACCM
underpredicts the abundance of CO. Evidently,
the large O2 cross section used in the standard
version of the model extinguishes much of the
EUV flux in the range 105–121 nm at high
altitudes, whereas the smaller cross section allows
a much greater fraction of this flux to penetrate
below 115 km. Additional calculations made with
the IAA model at high spectral resolution (not
shown) yield similar results, indicating that the
crucial factor for computing CO2 photolysis in the

EUV is the magnitude of σO2 and not the spectral
resolution. The largest enhancement in the
photolysis is about a factor of 3 (Figure 11b) in
both cases, although the details are influenced by
the spectral resolution. In particular, the
enhancement in the high-resolution calculation
peaks at about 3 km lower altitude.

Figure 12 shows a comparison against ACE and
MIPAS observations of CO profiles from two
simulations in which a reduced O2 cross section,
σO2 = 0.58 × 10�18 cm�2, was used with different
values of the Prandtl number, Pr= 2 and Pr= 4.
The results now reproduce much more closely the
large CO mixing ratios, in the range 35–50 ppmv,
observed above 10�3 hPa (cf. Figures 7 and 12).
We note that no single value of Pr yields the best
agreement in all instances; at higher latitudes, the
observations are matched best by the calculations
that use the standard model value, Pr=4, but at
lower latitudes Pr=2 leads to better agreement.
Midlatitude observations, Figure 13, are also
matched closely with Pr= 2. All of this suggests
that deficiencies in the modeling of eddy
diffusive transport may be due to problems in
producing the correct latitudinal variation of Kzz
and cannot be addressed simply by adjusting the
Prandtl number. Alternatively, calculations made
at higher spectral resolution might produce
(zenith angle-dependent) latitudinal variations in
CO2 photolysis that could improve the
agreement between model and observations.
Investigation of these matters, as well as any
attempt to ascertain more accurately the Prandtl
number for eddy diffusion, is beyond the scope
of the present study. Be that as it may, we
compare in Figure 14 the seasonal cycle of CO in
MIPAS and SD-WACCM, using the reduced O2

cross section at 105–121 nm and Pr= 2 to show
that, with these parameter settings, the model
reproduces remarkably well most details of the
observed seasonal cycle in the MLT apart from
the deficiencies already noted.

Figure 12. As in Figure 7 but for a calculation when the
absorption cross section of O2 is set to 0.58 × 10�18 cm�2

in the wavelength range 105–121 nm. Results for two dif-
ferent values of the Prandtl number, Pr, are shown. Model
results using Pr = 4 are denoted by the solid curves and
those with Pr = 2 by the dashed curves.
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Finally, as may be inferred from the discussion of Figure 10 above, the faster photolysis rate of CO2

that results from reducing σO2 by a factor of 10 at 105–121 nm produces relatively minor changes in
the vertical profile of this species. For example, in the latitude range ±40° in April (Figure 4), the
mixing ratio of CO2 at 10�4 hPa is 150 ppmv in the standard calculation (σO2 = 5.8 × 10�18 cm�2 and
Pr = 4), while ACE observations show a value of ~ 170 ± 20 ppmv; the calculated mixing ratio drops to
about 140 ppmv when a reduced cross section, σO2 = 0.58 × 10�18 cm�2, is adopted without changing
Pr. When Pr = 2 is used, the corresponding values are 170 and 160 ppmv for calculations with the large
and small values of σO2, respectively.

This study has emphasized detailed comparisons of zonal-mean, monthly mean results between
WACCM and the ACE and MIPAS data sets. As discussed earlier, this has been done because we wished
to enhance the statistical reliability of the observations, which are sparse in time for both instruments,
and also in space in the case of the ACE occultation measurements. Furthermore, insofar as model
output is not available at the precise space and time coordinates of the observations, the use of zonal

Figure 14. Seasonal cycle of CO in three ranges of latitude observed by MIPAS (right column) and calculated with
SD-WACCM (left column) with a reduced absorption cross section for O2 (0.58×10

�18 cm�2) at 105–121nm and Pr=2.
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and monthly means helps alleviate potential tidal aliases at altitudes above ~90 km, where the effect
of the tides becomes large. Model results are, of course, fully three-dimensional, and one might ask
whether they capture the influence of dynamics, in particular during times when the atmosphere is
strongly disturbed by large-scale waves. Figure 15 shows a comparison of CO calculated by WACCM and
observed by MIPAS at 0.5 hPa on 19 and 22 January 2009, before and during a major stratospheric
sudden warming (SSW) [see, e.g., Harada et al., 2010]. Before the SSW (Figure 15, top), the latitudinal
distribution of CO has the expected wintertime structure, with large mixing ratios over the polar cap
due to downwelling of CO-rich air from higher altitudes. After the onset of the SSW (Figure 15, bottom),
the latitudinal distribution of CO is reversed and shows low mixing ratios over the polar cap and a pair of
high-mixing ratio regions in midlatitudes, which correspond to the remnants of the split polar vortex.
This pattern is clearly captured by both the simulation and the observations, although the absolute
mixing ratios do not always coincide.

In summary, the results presented here suggest that there are no major deficiencies in our current
understanding of the photochemistry of CO and CO2 in the MLT, such that the observed variability of these
species and, in particular, the shape and magnitude of their vertical profiles can, for the most part, be
simulated accurately. Our calculations do indicate that inclusion of CO production from the reaction of O+

with CO2, and especially from photolysis of CO2 at EUV wavelengths < 121 nm, is needed to produce the
large mixing ratios of CO observed above 10�3 hPa (~ 100 km) and that the calculation of EUV photolysis
requires adoption of an absorption cross section for O2 at 105–121 nm no larger, on average, than
about 10�18 cm�2.

CO  22 JAN 2009  0.50 hPa ppmv

0.1

1.0

CO  19 JAN 2009  0.50 hPa ppmv

0.1

1.0

Figure 15. Distribution of CO on the 0.5 hPa pressure surface simulated by WACCM (filled contours) and observed
by MIPAS (diamonds) on two dates, (top) before and (bottom) during the major stratospheric sudden warming of
January 2009.
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